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Thesis directed by Professor Brian Argrow

Small unmanned aircraft systems (sUAS) have proven their effectiveness for measuring both

the inertial and aircraft-relative wind. Multiple methods for wind measurement from sUAS exist,

but one of the more common instruments is the multi-hole probe (MHP). While the MHP is accurate

and simple to use, there are two main drawbacks: 1) the MHP airdata system can cost several times

that of the sUAS, and 2) the probe itself is often exposed to damage during routine operations.

Flush airdata systems (FADS) are an alternative method of wind sensing, and work with pressure

ports mounted flush with the aircraft surface. This removes any external components, thereby

mitigating the risk of damage to the airdata system.

The work presented details the implementation of a FADS for sUAS. Computational fluid

dynamics simulations were used to determine the port locations of the FADS. Airframe locations

were sorted based on the total sensitivity over a range of angles of attack and sideslip. Upon

completion of hardware installation, the FADS was calibrated in flight using an onboard MHP. A

portion of the flight testing was reserved for validation of the FADS.

Multi-layer feedforward neural networks are employed to produce estimates of the angle of

attack and sideslip, while static and stagnation ports on the fuselage measure airspeed. In the

validation portion of flight tests, the FADS exhibited an overall mean error of 0.12 m/s in airspeed,

but errors in angle of attack and sideslip were unbiased. Root-mean-square errors were 0.42 m/s,

0.65◦, and 0.87◦, respectively. Additionally, 97.7% of the errors in airspeed were within 1 m/s of

the MHP, while 93.8% and 87.3% of the angle of attack and sideslip errors were within 1◦. Flight

tests show that a FADS can be calibrated in flight, and is an effective method for measuring the

aircraft-relative wind from a small UAS.
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Chapter 1

Introduction

1.1 Motivation

Many different disciplines exhibit a need for accurate wind measurements. Wind measure-

ments are used with weather prediction models for forecasting, to validate those models, and also

improve understanding of weather phenomena. Knowing the typical wind field can inform the

design of buildings or wind turbine farms. Aircraft also require at least the magnitude of the

aircraft-relative wind for proper control.

When discussing measuring the inertial wind (what an Earth-relative stationary object would

experience), aircraft offer many advantages, chief among which is the ability to make targeted in

situ observations. When using aircraft, there are some unique differences between manned and

unmanned aircraft for wind sensing. It is not currently feasible to integrate some of the instru-

ments manned aircraft use, such as radar and lidar, into small unmanned aircraft systems (sUAS).

However, sUAS are able to fly in locations where it may be unwise, impractical, or impossible for

manned aircraft to fly. One such scenario is trying to sample severe weather at low altitudes.

Different methods for measuring the wind are available to sUAS, and they have proven very

effective for wind sensing missions. Typical missions include sampling the atmospheric boundary

layer [24] or measuring the wind in the wake of wind turbines [32, 82]. Additionally, UAS are

gaining popularity for use in larger scale, multi-team deployments [12, 13]. The Tempest UAS is

one platform that has proven its efficacy for meteorological missions, and is shown in Fig. 1.1.

Clearly, the need for sUAS to perform wind sensing exists (especially since it is possible
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Figure 1.1: Kevin Rauhauser launching the Tempest UAS. Photo credit: Sean Waugh, NSSL.

to gather other in situ measurements at the same time). However, many of the wind sensing

instruments are several times the cost of the sUAS, which negates the low-cost advantage of sUAS.

This dissertation focuses on wind sensing from small UAS with distributed pressure sensors, in

the form of a flush airdata system (FADS). Section 1.2 will give a background on some wind

measurement methods for small UAS (including flush airdata systems), and Section 1.3 discusses

potential errors wind sensing systems are susceptible to.

1.2 Wind Sensing

1.2.1 UAS Methods

Measurements from the Global Positioning System (GPS), inertial measurement unit (IMU),

the aircraft dynamics model, and pitot-static probe can be fused together within extended Kalman

filters to estimate the inertial wind [39]. It is also possible to estimate the wind using information

from just the inertial navigation system (INS) and wind forecast [40]. Combining the inertial
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measurements with aircraft-relative wind instruments (such as angle of attack and sideslip vanes)

can lead to improved accuracy [59].

Relative wind measurement techniques include multi-hole probes and flush airdata systems.

A good summary of wind sensing techniques tailored to small UAS is found in [11]. Two FADS-like

approaches that reduce the installation complexity include using thin hot-film flow sensors [15]

or strips of pressure sensors on the wings [4]. The greatest advantage of both methods is that

modifications to the airframe are unnecessary, thereby potentially reducing integration cost and

time.

Currently, one of the simplest ways (in terms of installation) to measure the relative wind

from small UAS is with the use of a multi-hole probe (MHP). Standard pitot-static probes only

measure airspeed, while the angle of attack (α) and sideslip (β) are required for the full relative

wind vector (though as mentioned previously, inertial measurements can be combined with pitot-

static measurements to estimate the wind). Multi-hole probes are an adaptation of the classic

pitot-static probe with additional ports surrounding the stagnation port [70]. These probes come

in a variety of shapes, with different numbers of ports, and as small as 0.9 mm in diameter [75].

These probes can utilize a least squares approach with look up tables [77] or neural networks [56]

for measuring the airspeed and flow angles (α and β). Compressible calibration allows for a wide

usable speed range for these probes [29].

Multi-hole probe use with sUAS for meteorological observations can be found throughout

the literature [58, 23], and careful system setup by the end user can lead to improvements in the

quality of the measurements [83]. The accuracy, simplicity, and small size of the probes has led

to their widespread use with sUAS. However, multiple disadvantages exist. Flow effects from the

airframe can bias the measurements, and commercially available probes can be expensive (possibly

several times the cost of a flight-ready UAS). Without landing gear or a smooth runway, the probes

are susceptible to damage during takeoff and landing. A multi-hole probe mounted on the X-8

Skywalker is shown in Fig. 1.2, and it is easy to imagine the exposed probe being damaged during

a rough landing. This is the primary motivation for moving away from multi-hole probes, and why
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Figure 1.2: Photo of the Skywalker UAS coming in to land. Note the exposed probe above the
nose. Photo credit: Joanie Wiesman, CU Boulder.

flush airdata systems are investigated in this dissertation.

1.2.2 Flush Airdata Systems

Aircraft commonly use pitot-static probes for determining the airspeed. This can be prob-

lematic for aircraft flying at supersonic or hypersonic speeds, partly due to increased aerodynamic

and thermal loads. To address this, one of the first flush airdata systems was developed for the

X-15 research aircraft [5]. This system used a hydraulically actuated sphere with four pressure

ports: two in the angle of attack plane, and two in the sideslip plane. The sphere would rotate to

null the differential pressure from the angle of attack and sideslip ports. The sphere’s offset from

center indicated the angle of attack and sideslip. Additional ports that measured stagnation and

static pressure were used to determine Mach number and pressure altitude.

The National Aeronautics and Space Administration (NASA) was a pioneer in the field of

FADS research. Early work was done with a variety of wind tunnel models, and was oftentimes
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concerned with subsonic or transonic speeds [34]. In-flight testing of FADS was performed on a

variety of aircraft shapes, sizes, and speeds, and was implemented on the Space Shuttle [67], an

F-14 [33], F-18 [78], the X-33 [81], and a KC-135A [35]. Multiple calibration approaches have

been developed [7, 19]. Some of the calibration instruments, such as ground radar or large wind

tunnels, are likely inaccessible to a large portion of teams implementing a FADS on sUAS. Cali-

brating against a reference boom, on the other hand, can be adapted for use with sUAS due to the

availability of small multi-hole probes.

The hardware costs of a flush airdata system can be several times less than that of a multi-hole

probe, especially with the low cost of mass produced pressure sensors. Additionally, there are no

exposed parts with a flush airdata system, thereby reducing the risk of damage. The fact that sUAS

typically fly slow enough to be in the incompressible range also greatly simplifies the calibration.

An in-flight approach to calibration for small UAS is detailed in Chapter 4. This approach used

a multi-hole probe during calibration flights, but not during normal operations. Therefore, only a

single probe (or other reference instrument) is required to calibrate an entire fleet of aircraft.

While the relative wind from a flush airdata system provides useful information for the control

of the aircraft, the inertial wind is required by meteorologists or when mapping the wind field (such

as in the wake of wind turbines). Inertial sensors on the aircraft can be used to transform the

relative wind (measured by a flush airdata system, multi-hole probe, etc) into the inertial wind.

This transformation, along with some general wind sensing errors, are discussed in the next section.

1.3 Potential Wind Sensing Errors

1.3.1 Errors in Transformation to Inertial

Measuring the relative wind is only the first step towards computing the inertial winds. An

aircraft state estimate1 is also required to transform from the relative to the inertial wind. Because

the state estimate accuracy requirements can be higher for inertial wind transformations than for

the autopilot navigation, it can be a good idea to install a higher quality aftermarket INS. However,

1 The aircraft state includes the instantaneous aircraft velocity, orientation, and rotation rates
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Figure 1.3: Diagram showing a typical setup with the Tempest UAS for relative wind sensing
with a multi-hole probe.

the same issue of cost versus accuracy appears again when choosing the INS. High end units can

cost orders of magnitude greater than the sUAS, thereby minimizing their use.

Errors in the state estimate will appear in the final inertial transformation, with a more

thorough explanation given by [49] (another good error reference is [10]). This means the accuracy

requirements for the relative wind sensor depends on both the user requirements and the state

estimator used. Some error will be present in the inertial wind transformation that is dependent

upon the state estimate; this leads to a point of diminishing returns on the accuracy of the relative

wind sensor. The general setup for using a multi-hole probe for relative wind sensing can be seen

in Fig. 1.3. The inertial wind is broken down into three components:2

2 Adapted from Frew [17]
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wi = vb/i + vp/b + vw/p (1.1)

where wi is the wind relative to the inertial frame, vb/i is the velocity of the body relative to the

inertial frame, vp/b is the velocity of the probe relative to the body and vw/p is the velocity of the

wind relative to the probe. The relative wind measured by the probe in the body frame can be

found through the following transformation:

vbw/p =


cos α 0 −sin α

0 1 0

sin α 0 cos α




cos β sin β 0

−sin β cos β 0

0 0 1




−Va

0

0

 (1.2)

where α is the angle of attack, β is the side slip and Va is the airspeed. The coordinate system

defining α, β, and Va is shown in Fig. 1.4 (with Va equivalent to the magnitude of V in the image).

Assuming rigid body rotation, the following expression is obtained for the velocity of the probe

relative to the body:

vbp/b = Ωb
b/i × rp/b (1.3)

with Ωb
b/i representing the angular rates about the center of mass and rp/b the position offset of

the probe from the center of mass. The rotation into the inertial frame is:

Ri/b =


cos ψ −sin ψ 0

sin ψ cos ψ 0

0 0 1




cos θ 0 sin θ

0 1 0

−sin θ 0 cos θ




1 0 0

0 cos φ −sin φ

0 sin φ cos φ

 (1.4)

with ψ, θ and φ representing yaw, pitch, and roll. Roll, pitch, and yaw follow the standard

convention, and the definition can be found in [2] (or other flight mechanics books). Rearranging

Eq. 1.1 to solve for the inertial wind yields:

wi
i = vib/i +Ri/b

(
Ωb
b/i × rp/b + vbw/p

)
(1.5)
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Figure 1.4: FADS coordinate system superimposed on the Aeroprobe coordinate system [1].

where vib/i is the inertial velocity of the aircraft relative to the inertial frame. Other factors that

affect the probe velocity (such as aircraft flexing) are excluded for simplicity. It is possible to use

Eq. 1.5 in a simple sensitivity analysis to see how the different accuracies of the state estimate and

relatives wind will affect the inertial winds. The inertial wind equation is actually three equations

(x, y and z) and has numerous variables in it. By taking the Jacobian of wi
i, it is possible to see

how sensitive the errors in the inertial winds are to errors in the state estimate and relative winds.

The sensitivity to a few parameters is shown in Fig. 1.5. There is minimal effect from the roll

angle, but pitch and yaw do play vital roles in influencing the inertial wind calculation. The same

is true for α and β.

Now that the sensitivities are known for each parameter of interest, it is possible to take a

first-order look at how the errors in the magnitude of the inertial winds are affected by errors in

the relative wind for a chosen inertial navigation system. Several of the Jacobian terms are at least

an order of magnitude smaller than the largest terms, and are therefore neglected. The inertial
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Figure 1.5: Sensitivity of the inertial winds to several of the parameters that are used in the
inertial wind transformation. Roll, pitch, and yaw are set to 0◦, with the position offset at [30,0,5]
cm. The aircraft has an inertial velocity of [10, 10, 0] m/s.
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wind equation was formulated using a multi-hole probe, so when analyzing the sensitivity for a

distributed pressure sensor system, the rigid body rotation term is ignored (for simplicity). It is

also assumed that the errors in the inputs are zero-mean Gaussian. Using the method of combining

normal distributions to group the individual component errors into magnitude errors yields the

following equation for a first-order investigation into the errors in the inertial wind magnitude:

σw ≈

√
3σ2v +

(
∂W

∂ψ
σψ

)2

+

(
∂W

∂θ
σθ

)2

+

(
∂W

∂Va
σVa

)2

+

(
∂W

∂α
σα

)2

+

(
∂W

∂β
σβ

)2

(1.6)

where σw is the standard deviation of the errors in the inertial wind magnitude, σψ is the standard

deviation of the error in yaw, σθ is the standard deviation of the error in pitch, σVa is the standard

deviation of the error in the airspeed and σα and σβ are the standard deviation of the error in α

and β (for simplicity it is assumed they are the same).

The relation between σw and a range of values for σα and σβ is seen in Fig. 1.6. The errors

in the state estimate are set to the stated errors of the VectorNav VN-200 [73, 74], an inertial

navigation system that is commonly flown by the Research and Engineering Center for Unmanned

Vehicles (RECUV). Using σVa of 1 m/s (based on a search of air-data probes suitable for sUAS use),

there is no real advantage in being able to get σαβ below about 0.5◦ (where σαβ is the standard

deviation of the error in α and β). This is the point of diminished returns. For a less accurate

INS, this point of diminished returns would be shifted towards higher values of σαβ. That is, the

errors in the state estimate create a minimum error bound, and there is a point at which further

increases in accuracy of the relative wind sensing system will no longer decrease σw. Fig. 1.6 will

change based on the INS system chosen and on the airspeed accuracy. It is assumed, though,

that the values used are representative of systems that will be employed during flight tests of the

distributed pressure sensor project. Because of these factors, and that commercial MHP systems

offer comparable accuracy, the goal of this dissertation is to achieve an accuracy of 1 m/s in airspeed

and 1◦ in α and β.
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Figure 1.6: Plot showing the relation between the standard deviation of errors in the magnitude
of the inertial winds and the standard deviation of errors in α and β.

1.3.2 Pressure and Temperature Errors

The true airspeed (TAS) is related to the indicated airspeed (IAS) through the following

equation:

TAS = IAS

√
ρ0
ρ

(1.7)

with ρ0 representing the density at sea level, and ρ representing the actual density. The indicated

airspeed is the airspeed from the airdata system (pitot-static probe, MHP, FADS, etc) using sea

level density. Define the percent error in true airspeed (% εTAS) as:
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% εTAS =
TAST − TAS

TAS
(1.8)

where the subscript T specifies the true value, and no subscript represents the measured value.

Substituting Eq. 1.7 into Eq. 1.8 yields the following equation:

% εTAS =
IAST

√
ρ0
ρT
− IAS

√
ρ0
ρ

IAS
√

ρ0
ρ

(1.9)

Concerning ourselves only with the errors related to the density correction for TAS (i.e. IAST =

IAS), Eq. 1.9 then simplifies to:

% εTAS =

√
ρ

ρT
− 1 (1.10)

Substituting the Ideal Gas Law

ρ =
P

RT
(1.11)

into Eq. 1.10 and simplifying yields:

% εTAS =

√
PTT

PTT
− 1 (1.12)

Eq. 1.12 shows the relation between errors in temperature and pressure to the percent error

in the true airspeed. This equation can be used to calculate the maximum error in the true airspeed

based on the specifications of the temperature and pressure sensors being used. The MS8607 [68]

sensor from TE Connectivity is a low cost MEMS style sensor that is being used throughout this

project. According to the manual, the maximum error in the absolute pressure is 2 mbar (at 820

mbar, which is a typical flight pressure) while the maximum error in temperature is 1 ◦C (at 25 ◦C).

Eq. 1.12 therefore predicts a maximum error of approximately 0.3% in the density correction for

the true airspeed. The maximum expected errors in temperature and pressure will have a negligible

effect on the true airspeed error. However, it should be noted that this error only applies to the

density correction from IAS to TAS, and any errors in IAS will also translate to errors in TAS.
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It is also important to note that not all airdata systems have access to a temperature sensor,

and may use the Standard Atmosphere [47] as a way to perform the density correction from IAS to

TAS. A useful way of looking at the effects of the temperature errors is investigating the sensitivity

of the percent error to changes in the temperature error. First, the measured temperature is defined

in terms of the true temperature, plus an error term, ∆T:

T = TT + ∆T (1.13)

Combining Eq. 1.13 with Eq. 1.12, and taking the first derivative with respect to ∆T, yields a

first-order look at the sensitivity, as shown in Eq. 1.14:

∂εTAS

∂∆T
= −

√
TT

2
√

(TT + ∆T)3

(√
P

PT

)
(1.14)

Similar to Eq. 1.13, P can be written in terms of PT and the error in the pressure measurement,

∆P. For the MS8607 sensor, ∆Pmax � PT, which suggests
√

P
PT
≈ 1. Additionally, with the

assumption that ∆Tmax � TT, and only focusing on the error magnitudes, Eq. 1.14 reduces to:

∣∣∣∣∂εTAS

∂∆T

∣∣∣∣ ≈ 1

2TT
(1.15)

This shows that the sensitivity of the percent error due to the error in the temperature

measurement can be approximated using only the true temperature. At a true temperature of 20

◦C, this sensitivity is 0.17 %/◦C. Clearly the expected temperature errors from the sensors in use

will have a negligible effect on the TAS calculation. However, using the Standard Atmosphere can

lead to large TAS errors. For example, during the summer, it is possible for the true temperature

to reach 30 ◦C or greater in the eastern plains of Colorado, while the Standard Atmosphere predicts

a temperature of only 5 ◦C. This difference of 25 ◦C will lead to an error of approximately 4% in

the TAS calculation. Therefore, it is important to have a temperature sensor when performing the

TAS calculation, but it does not need to be exceptionally accurate.
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With the percent error in density defined in the same manner as Eq. 1.8, simplification leads

to:

% ερ =
PTT

PTT
− 1 (1.16)

Substituting Eq. 1.13 into Eq. 1.16, and taking the derivative, yields the sensitivity of % ερ to

errors in the true temperature:

∂ερ
∂∆T

=
PT

PTT
≈ 1

TT
(1.17)

At 20 ◦C, the sensitivity is only 0.34 %/◦C. The pressure measured at the ports of a FADS will

vary based on density, so it is important to have a density measurement. Similar to the TAS

case, it is important to have the ability to measure temperature (as opposed to using the Standard

Atmosphere), but the errors in the temperature measurements will only have a small effect on the

density errors.

As mentioned previously, the MS8607 sensor has maximum specified errors of 2 mbar and 1

◦C (at 820 mbar and 25 ◦C, respectively). The definition of the percent error in true airspeed is

kept the same, and is shown in Eq. 1.9. Using the maximum stated sensor errors and the ideal gas

law,
√

ρ
ρT

= 1.006. With the maximum expected errors, the measured density will only be off by

0.6%; therefore, ρ ≈ ρT. Making the assumption that ρ = ρT, Eq. 1.9 now simplifies to:

% εT =
IAST − IAS

IAS
(1.18)

The error in the indicated airspeed, ∆IAS, is defined as:

∆IAS = IAST − IAS (1.19)

Combining the definition of ∆IAS with Eq. 1.18 yields the following form of the percent error:

% εT =
∆IAS

IAST −∆IAS
(1.20)
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Taking the derivative of Eq. 1.20 shows how sensitive the percent error in TAS is to changes in

IAS error:

∂εT
∂∆IAS

=
IAST

(IAST −∆IAS)2
(1.21)

In general, it is not possible to assume ∆IAS � IAST. As an example, the Skywalker UAS has a

flight speed on the order of 20 m/s, while the Aeroprobe MHP has a specified maximum error of

1 m/s. Assuming IAS = 20 m/s and ∆IAS = 1 m/s, the sensitivity of the percent error in TAS

to errors in IAS is 5.5 %/ms . Based on these results, errors in the IAS, as opposed to errors in the

temperature sensor, will likely lead to larger errors in the TAS. This underscores the importance of

an accurate airspeed measurement, as the true airspeed is required during for the transformation

to the inertial wind.

1.4 Conclusion

Small unmanned aircraft offer many unique advantages for performing in situ measurements,

and their use has become more widespread in recent years. A range of wind sensing methods for UAS

exist: from direct methods that combine the dynamics of the aircraft with inertial sensors and pitot-

static probes, to flush airdata systems and multi-hole probes whose relative wind measurements can

be transformed into the inertial frame. Many of the original calibration instruments for flush airdata

systems are either infeasible or inappropriate when the airdata system is installed on an sUAS. This

is due in part to the relative simplicity of sUAS, especially when limited to slow airspeeds in the

incompressible range. When examining wind sensing errors, it was determined that it is important

to have a reference temperature sensor; however, it does not need to be exceptionally accurate. The

errors in density and TAS are not that sensitive to inaccuracies in the temperature measurement.

Errors in the indicated airspeed are likely to play a larger role.

The motivation for developing the distributed flush airdata system came from experience

with multi-hole probes and the advantages offered by flush airdata systems. The method presented
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in this dissertation allows for the flush airdata system to be distributed across the entire airframe,

and describes an approach for determining port locations through the use of computational fluid

dynamics. Investigating sources of error when transforming to the inertial frame and comparisons

with commercial systems led to the goal of 1 m/s in airspeed and 1◦ in angle of attack and sideslip.

The system presented uses a reference multi-hole probe to perform an in-flight calibration. This

calibration approach allows a single reference instrument to be used to calibrate an entire fleet of

aircraft with flush airdata systems.

The contribution of the work presented in this dissertation includes the development of a

method for determining port locations with arbitrary airframe shapes and the calibration of a flush

airdata system for small UAS in flight. The port selection method is described in Chapter 3, along

with the process of integrating the hardware into a new airframe in preparation of flight testing.

Results from these flight tests are examined in Chapter 4, along with a discussion of the in-flight

calibration. A summary of the work performed and results obtained, along with a discussion of

suggested improvements to the method as described, appear in Chapter 5. Early work involving

the distributed flush airdata system is discussed in Chapter 2, along with new results comparing

neural networks to the original nonlinear least squares approach.
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Wind Tunnel Results for a Distributed Flush Airdata System

2.1 Introduction

Small unmanned aircraft systems (sUAS) have proven effective at making in situ meteorolog-

ical measurements within the atmospheric boundary layer (e.g., [24, 3, 58]), including operations in,

and near, supercell thunderstorms [12, 61]. This demonstrated ability to operate in both quiescent

and dynamic environments uniquely qualifies sUAS for in situ wind measurements. Size, weight,

and power requirements preclude the integration of some proximal wind-measurement tools used

on manned aircraft, such as radar, into an sUAS. Many other approaches have been explored, such

as one that uses only the inertial sensors already in use for control of the aircraft [44], a strip of

pressure sensors on the wing [4], and multi-hole probes, which are a modification of the classic

pitot-static probe to enable three-dimensional wind measurements [70, 29].

The multi-hole probe (MHP) has been used effectively for wind measurements from sUAS

[23, 32, 72]. It is highly accurate for relative-wind measurements (errors less than 1 m/s airspeed

and 1◦ angle of attack and sideslip), and miniaturized commercial versions that can be integrated

into sUAS are available [1]. By combining the aircraft state with the relative wind measurement

(from an MHP or some other relative wind instrument), it is possible to estimate the inertial winds

(for example, in the North-East-Down frame). The aircraft state is generally estimated with an

onboard inertial measurement unit (IMU) that provides an estimate of the instantaneous orientation

and rotation rates coupled with a GPS receiver that provides the inertial position and velocity of

the aircraft. A description of this process is presented in [49].
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Figure 2.1: Aeroprobe MHP mounted on the X-8 Skywalker UAS.

As the Aeroprobe MHP is a commercial off the shelf (COTS) system, it is effectively “plug-

and-play” where the user is responsible for installing the probe in a suitable location on the aircraft,

but is not required to modify the software. However, this simplicity means that an MHP with an

accompanying airdata computer can cost several times that of the sUAS airframe on which it is

being flown. Additionally, the MHP must be mounted such that it has access to the freestream

(typically sticking out from the nose), which can make it vulnerable to damage, especially on sUAS

without landing gear (real world examples includes clipping a wing in tall grass or skipping on a

rock upon landing, both of which can lead the aircraft to impact the ground probe first). One

configuration that has been used previously is shown in Fig. 2.1.

Flush airdata systems (FADS) are an alternative to the MHP that rely on the same physical

principles. FADS effectively turn part of the airframe into an MHP. They have been implemented

on a range of aircraft, from the Space Shuttle [36], to an F-18 [80], to other manned aircraft

[71, 30, 31], and even on an sUAS [54]. All of these FADS have been located on the nose of the

aircraft, which is not always a viable option for sUAS due to the wide variety of shapes [11]. While

a FADS also requires significantly more user input than a COTS MHP, it does remove the need for

an exposed probe.
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This chapter presents a modification to the “conventional” FADS configuration: rather than

restrict the pressure ports on the nosecone, the ports are distributed across the aircraft. A method

is developed to determine suitable locations for an arbitrarily shaped fixed-wing aircraft. With the

use of small, MEMS-style COTS pressure sensors,1 this method also reduces the hardware cost

by an order of magnitude compare to the MHP. While the selection of sensor locations is not the

focus of this paper, Section 2.2 will provide a short background on how the locations were chosen.

Section 2.3 details the wind tunnel model and how it was calibrated. Finally, Section 2.4 presents

the results2 and highlights how nonlinear least squares and neural networks were used to produce

estimates of the angle of attack and sideslip from the pressure measurements, concluding with a

comparison of the accuracy of the two estimation methods.

2.2 Sensor Location Selection

Both [80] and [54] show how potential flow can be used to determine the layout of the pressure

ports on a nosecone. However, not all sUAS have nosecones (one such example shown in Figs. 2.2

and 2.3), and of the ones that do, the nosecone could be rendered unusable if the aircraft has a

propeller installed on the nose. Additionally, without an a priori analysis, there is no guarantee

that the nosecone is the optimal location for a FADS, particularly for unconventional airframe

designs. Due to the variety of sUAS shapes, there is a need for a robust method of sensor location

selection. A brief background on how computational fluid dynamics (CFD) can be used is provided

here; [38] provides a more detailed discussion.

The Eagle Owl sUAS (Figs. 2.2 and 2.3) is used here because of its unconventional, but simple,

geometry. STAR-CCM+3 was used to predict how the pressure on the surface changes with varying

angle of attack (α; defined as pitching up relative to the oncoming airflow) and sideslip (β; defined

as yawing to the right relative to the oncoming airflow). This enables identification of the locations

1 Microelectromechanical systems (MEMS); in the case of the MS5611-01BA, a piezo-resistive sensor for pressure
[69]

2 The results presented in this chapter are a more thorough update to the results presented in [37]
3 CFD simulation software [66]
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with highest sensitivity to changes in the wind angles. Steady-state simulations were run with α

ranging from −5◦ to 15◦ (in 1◦ increments), β ranging from 0◦ to 5◦ (in 1◦ increments), and the

airspeed fixed at 15 m/s. The reference pressure for the simulations was set to 830 hPa (roughly

the pressure at ground level in Boulder, Colorado, the location of the wind tunnel experiments)

and the temperature was set to 20 ◦C. An ideal gas was assumed, and the K-ε model (a description

of which can be found in [45]) was used to simulate turbulence. The simulation model contained

approximately 185,000 grid points on the surface of the Eagle Owl, with the largest dimension of

the cells being in the 1-4 mm range.

High priority was placed on aircraft locations that had a large range in pressure (the sensor

noise/bias would therefore have less of an effect on the estimate of α and β), as well as locations

that experienced a smooth/predictable pressure response to variations in α and β. To prioritize

these two aspects, a simple cost function was implemented:

J1 = RMSE/Pr (2.1)

where RMSE is the root mean squared error of the fit between pressure, α, and β, and Pr is

the difference of the maximum and minimum pressure experienced over all 126 simulations (for a

specified grid point). The value of this cost function can be seen for all the grid points in Fig. 2.2

(a). A lower value implies either a more predictable response, or a greater pressure range. The

leading edges of the top airfoil are where J1 is lowest, followed by the leading edges of the bottom

airfoil. These locations are insensitive to changes in β (compared to changes in α), which makes

them poorly suited for the determination of sideslip (this behavior was apparent in the wind tunnel

results as well). A second cost function was then produced, with a greater emphasis on sensitivity

to β:

J2 = −
(

RMSE− RMSEl

RMSEu − RMSEl

)
× 0.2 +

(
Prβ − Prβmin

Prβmax
− Prβmin

)
× 0.8 (2.2)

where Prβ is the average range of pressure across the sideslips (averaged over all β for a given
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Figure 2.2: Plots showing the values of the two cost functions used for the selection of pressure
port locations. Locations for the J1 cost function (to be minimized) are shown in (a) and for the
J2 cost function (to be maximized) in (b). Arrows show approximate locations of sensors that are
hidden by the current view.

α), Prβmin
and Prβmax

are the minimum and maximum average sideslip ranges, and RMSEl and

RMSEu are the lower and upper limits of acceptable RMSE values. The lower limit RMSEl was set

to 0.0609 as that was the lowest value achieved, while RMSEu was set to 1.0 as an upper limit. The

cost function has larger values for locations that are better suited for determining sideslip (Fig. 2.2

(b)). The leading edges of the side plates are best suited for measuring sideslip. Using both of these

cost functions, and excluding certain areas (such as the underside of the aircraft and the extreme

forward portions of the leading edges), ten locations were chosen and are superimposed on the cost

functions in Fig. 2.2. Since locations 1-4 were chosen with J1, it is predicted that these locations

will have the greatest influence on the measurement of α, with locations 5-10 (chosen using J2)

being the most important to determining β.

2.3 Wind Tunnel Tests

2.3.1 Wind Tunnel Model

To investigate the feasibility of a distributed FADS for obtaining wind measurements, a 2/3-

scale model of the Eagle Owl airframe was fabricated and used in the low speed wind tunnel at

the National Center for Atmospheric Research (NCAR) in Boulder, Colorado. The model has a

wingspan of 0.6 m and a height of 0.2 m. It is constructed from EPS foam, bass wood, and epoxy.

The nearly completed model can be seen in Fig. 2.3 (a), while the finished model can be seen
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Table 2.1: Technical specifications of MS5611-01BA pressure sensor

Operating range (pressure) 10 to 1200 mbar
Operating range (temperature) -40 to +85 ◦C

Accuracy (25 ◦C, 750 mbar) -1.5 to +1.5 mbar
Error band (-20 ◦C to 85 ◦C, 450 to 1100 mbar) -2.5 to +2.5 mbar

mounted in the wind tunnel in Fig. 2.3 (b). For these experiments, the pressure was recorded

with Measurement Specialties MS5611-01BA pressure sensors [69], with the technical specifications

reported in Table 2.1. These sensors were chosen for their low cost,4 high resolution, and availability.

For simplicity, the pressure sensors were housed off the aircraft and outside the wind tun-

nel. Holes were drilled to allow 3.175 mm outer diameter Tygon tubing to run from the under-

side/interior face of the wings/side plates to the locations chosen through CFD. Slots were cut into

the undersides/interior face to route the tubing while maintaining a smooth surface to minimize

flow disturbance. A wooden spar was installed along the centerline of the lower wing; this connected

to a carbon fiber rod which extended the model in front of the vertical support in the wind tunnel.

The final step involved running the tubing cleanly off the model and out of the wind tunnel.

2.3.2 Calibration

The first phase of the experiment involved collecting data for calibration. As mentioned

previously, only α and β were varied in the tunnel. The range of (α,β) orientations is shown in

Fig. 2.4, with the blue dots representing orientations used for calibration and red dots for validation.

For each orientation, 300 samples were taken, where a “sample” refers to a pressure measurement

taken simultaneously from all 10 sensors.

It is assumed that the airflow through the tunnel is parallel to the walls through the test

section. Therefore, all α measurements are relative to the floor of the test section. For clarity, α

is defined as the angle between the wingtip chord line of the top wing and the flow through the

tunnel, with the positive direction being nose up. An AccuMaster 7434 digital inclinometer was

4 The cost is on the order of $10 per sensor, as of July 2017
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Figure 2.3: Completed wind tunnel model. Note the tubing installation in (a), while (b) shows
the finished version in the wind tunnel.
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Figure 2.4: Aircraft (α, β) orientations used for wind tunnel calibration and validation tests.

used to measure the angle between the model and tunnel floor. It features an accuracy of 0.2◦ and

resolution of 0.05◦. The definition of β is the angle between the centerline of the model and the

airflow. A positive sideslip is a rotation to the right from the incoming freestream wind vector.

Rotating the vertical support changes β, and was measured on an analog vernier scale to about

0.1◦ accuracy.

Before and after each fixed α, the room pressure was measured. The average of the before

and after measurements was calculated and represents the freestream pressure. This average is

then subtracted from each individual sensor, yielding ∆P. All the results presented will be in terms

of ∆P, and the relation between α, β, and ∆P can be seen in Fig. 2.5 for several locations. For

example, at location 3, increasing α reduces the pressure compared to the freestream pressure. As

will be explained in the next section, the surface fits shown in Fig. 2.5 will be used for the nonlinear
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Figure 2.5: Measurement models used with nonlinear least squares. The surface fits are second-
order polynomials in both directions.

least squares method, but are not needed for the neural networks.

2.4 Results

2.4.1 Nonlinear Least Squares

The first method investigated for estimating angle of attack α and sideslip β from pressure

measurements was nonlinear least squares (NLS). This approach, as outlined in [8], attempts to

minimize the residuals, which are the difference between the true pressure measurements and the

predicted pressure measurements, by minimizing the cost function:

J =
1

2
eTWe =

1

2
[y − f(x̂)]TW[y − f(x̂)] (2.3)
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with the residual vector represented by e and the weighting matrix by W. This weighting matrix

assigns a weight to each sensor based on the noise in the measurements; i.e., a sensor with less noise

will be trusted more than a sensor with greater noise, and therefore contribute more to the final

solution. The ∆P measurements from all 10 sensors are represented by y. The estimate of α and

β is the vector x̂. The nonlinear relationship between α, β and ∆P for sensor i is ∆P = fi(α, β),

where fi(α, β) can be written as a second order polynomial:

∆P = fi(α, β) = ai + biα+ ciβ + diα
2 + eiαβ + giβ

2 (2.4)

with the individual coefficients determined with the MATLAB fit function. All 10 fi relationships

are stored in the f term, with f3, f5, f6 and f9 visually represented in Fig. 2.5. Additionally, the

Gauss-Newton method was used for finding the minimum of J, and all estimates are produced with

an initial guess of (α = 0◦, β = 0◦).

2.4.2 Neural Networks

The independent variables are α and β, while pressure (or more specifically, ∆P) is the

dependent variable. The first step in the least squares method is to determine how the dependent

variable is related to the independent variables for each sensor (α, β → ∆P), then it is possible to

work in reverse so that by measuring only the dependent variable, the independent variables can

be estimated (∆P → α, β). Neural networks, on the other hand, can directly relate the measured

dependent variable to the independent variables to be estimated in one step. The networks are

trained with the data from the calibration phase, resulting in a simple function that accepts ∆P

and calculates α and β.

The layout of a network used for this project is shown in Fig. 2.6. The output of layer i is

given by:

ai = fi (Wipi + bi) (2.5)
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Figure 2.6: Schematic showing the layout of a single neural network.

where for the i-th layer, Wi is the weight matrix, bi the bias vector, pi is the input, and fi is

the transfer function. The ∆P measurements are the inputs for the hidden layer, which uses the

MATLAB tansig transfer function with Eq. 2.5. These values are then the inputs into the output

layer, which uses the MATLAB purelin transfer function to output the values of α and β.

The neural networks were trained using the MATLAB Neural Network Toolbox (the founda-

tion of which is provided by [20]). Two ways the user can affect the accuracy of the results are by

choosing the training method and the number of hidden layer neurons. Three of the training meth-

ods used for regression in the toolbox are Levenberg-Marquardt ([21, 42]), Bayesian Regularization

([16, 41]) and Scaled Conjugate Gradient ([46, 6]). Among these methods, Bayesian Regulariza-

tion is the only one specifically designed to generalize well. Since the orientations used to collect

the training data were different than the orientations used for validation, being able to generalize

outside of the training points was of high priority, hence the reason why Bayesian Regularization

is the chosen training method.

In addition to choosing the training method, the number of neurons in the hidden layer must

also be specified. Too few neurons and the network cannot handle the complexity of the relationship

between ∆P, α and β (underfitting the data); too many neurons and it will not generalize well

outside of the training points (overfitting the data). The optimal number of hidden layer neurons

to use can be seen in Fig. 2.7. Four neurons leads to the smallest mean-square error for α and

β simultaneously. The number of neurons in the output layer are determined by the number of

outputs, and as such, are not user changeable.

Neural networks are initialized with random weights and biases. Even if the network is
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Figure 2.7: Mean squared errors (MSE) using different numbers of neurons in the hidden layer.

retrained using the same data, it is possible to produce different results. Therefore, it is possible

to use an ensemble of networks and get a range of outputs. The number of networks to use in

the ensemble is shown in Fig. 2.8. Convergence starts around 30-40 networks. The only penalty

incurred for using more networks is a larger amount of time training them. For all the results

presented in this paper, an ensemble size of 30 networks was used.

2.4.3 Results

While 300 samples were taken at each validation orientation, only a single sample was used at

a time to produce an estimate. This led to 300 estimates for each orientation. The case where the

true orientation was (−4.05◦,−4.0◦) is shown in Fig. 2.9 (a) and (b) (for NLS and neural networks,

respectively). The black diamond shows the true orientation, and each blue dot is an estimate
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Figure 2.8: Convergence of the mean squared error as a function of the ensemble size.

produced by using one of the pressure samples. It is immediately clear that for this particular

orientation, NLS has a significantly stronger bias in the estimates than the neural networks. In

addition, the neural network estimates are grouped tighter than the NLS estimates. The estimates

produced for all 20 test orientations are shown in Fig. 2.9 (c) and (d). For the lower α values, there

is a clear bias in NLS, although as α increases, the bias decreases.

With the true orientation expressed as xtrue, the error for an estimate is calculated with:

ε = x̂− xtrue (2.6)

Each test orientation therefore has 300 errors associated with the estimates. The statistics of those

errors are shown in Fig. 2.10. The mean error and two standard deviation (σ) bounds for α are

shown in Fig. 2.10 (a) and (b) for NLS and neural networks, respectively. For example, when the
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Figure 2.9: Scatter plots showing the estimates produced by nonlinear least squares and the
ensemble of neural networks. Estimates from NLS (a) and the neural networks (b) are shown
for the case where the true orientation is (α = −4.05◦, β = −4.00◦). The estimates for all the
validation orientations can be seen in (c) and (d) for NLS and neural networks, respectively.

true orientation is (−4.05◦,−4.00◦), NLS has a mean error of almost 0.6◦, while the neural networks

have a mean error of only about 0.1◦. It is also easier to see the trend mentioned earlier for NLS

where it is less biased for higher angles of attack. It should also be noted that both methods almost

always overestimate the angle of attack.

The mean errors and 2σ bounds for β are shown in Fig. 2.10 (c) and (d). Again, it is

immediately apparent that the neural networks produce significantly smaller mean errors than

NLS. For NLS, the mean errors tend to be biased in the same direction as the true β, and scale

with the true β as well. The most positive sideslip tested generally has the most positive bias to

the estimates, while the most negative sideslip tested almost always has the most negative bias.
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Figure 2.10: Comparison of mean errors and 2σ bounds. Errors in α for NLS (a) and neural
networks (b), and errors in β for NLS (c) and neural networks (d).

This trend is significantly weaker when using neural networks, but still appears for some of the

validation orientations.

While all the sensors worked the entire time, it is possible that a sensor might fail at some

point. To investigate the effects of a failed sensor, estimates were produced ignoring the measure-

ments from a single sensor at a time. The resulting mean squared errors (MSE) are shown in

Fig. 2.11 for neural networks. The case of NLS with failed sensors was not considered. Note that

the dashed lines represent the baseline MSE with all ten sensors being used for estimates of the

orientation. It will also be useful to refer back to Fig. 2.5 to see why some sensors have a larger

effect on α or β.

When sensors 2, 3 and 4 are ignored, there is relatively little effect on the β errors. This
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Figure 2.11: Mean squared error for the removal of an individual sensor.

makes sense as the pressure at these locations is nearly independent of β (sensors 2 and 4 have

nearly identical surfaces to sensor 3). However, the pressure at location 1 is independent of β at

low α, but as α is increased, the pressure does become dependent on β, hence why MSEβ jumps

when sensor 1 is removed. It is unsurprising that MSEβ increases after removing sensors 5-10 as

these locations were chosen specifically because they are more sensitive to changes in β. Locations

1-4 were chosen for their sensitivity to α; it is therefore surprising that removing sensors 1 or 4 has

minimal impact on MSEα. Perhaps the most surprising result is when sensor 9 is removed. This

location was chosen for its sensitivity to β, yet this sensor has the largest effect on MSEα.

Finally, it is also interesting to look at how the errors for both methods are distributed.

Histograms of the errors for all the validation orientations are shown in Fig. 2.12. The errors from

neural networks are well represented by a Gaussian distribution, although only the β errors have
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Figure 2.12: Histogram of all the errors from nonlinear least squares, (a) and (c), and neural
networks, (b) and (d).

zero mean. All of the estimates of α were within 1◦ of the truth, while only two out of the 6000 total

estimates for β were greater than 1◦ from the truth. For NLS, the β errors are close to a zero-mean

Gaussian, but the α errors are clearly not representative of a Gaussian distribution. Additionally,

93.1% of the α errors and 98.0% of the β errors are within 1◦ of the truth.

2.5 Conclusion

The wind tunnel results presented show that a distributed flush airdata system is indeed a

viable method of wind sensing from small UAS. Different locations contribute to the final estimate

in varying amounts, so it is important to choose suitable locations. It was also quite clear that using

an ensemble of neural networks leads to better results than the nonlinear least squares approach.
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While neural networks performed better, both methods achieved mean errors that were less than

1◦, which is the maximum error specified by commercial multi-hole probe systems (specifically, the

Aeroprobe 5-hole probe). Lastly, for the neural networks, 100% of the errors in the angle of attack

α and 99.97% of the errors in sideslip β were less than 1◦.

The wind tunnel tests served to verify the presented approach to implementing a distributed

flush airdata system. To provide the full relative wind vector, the FADS must also measure air-

speed. Chapter 3 outlines an updated approach for choosing locations on a new airframe, including

locations for the measurement of airspeed. Due to size constraints, it is not always possible to

calibrate the FADS in the wind tunnel. Chapter 4 presents an alternative calibration approach,

performed in-flight, along with results from flight testing of the updated flush airdata system.
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Distributed Flush Airdata System for the Skywalker UAS

3.1 Introduction

Chapter 2 summarized the early developments of the distributed flush airdata system. There

were numerous simplifications applied, such as only focusing on the determination of the angle of

attack (α) and the angle of sideslip (β), running simulations at a fixed airspeed and density, and

only testing inside a wind tunnel. This descoping allowed for faster progress for the proof of concept

phase. However, the prior work must be expanded upon before moving on to flight tests.

Section 3.2 will discuss the new method of determining port locations. This new method

differs from the old one in that it deals directly with the pressure coefficient gradients, as opposed

to the heuristic approach outlined in Chapter 2. Section 3.3 will outline the process of assembling

and sealing the circuit boards for measuring the pressure at the ports. Section 3.4 will detail the

hardware integration with the Skywalker UAS. Finally, Section 3.5 will discuss the conclusions and

lessons learned with particular approach to determining the port locations and assembly of the

hardware.

3.2 Selecting Pressure Port Locations

Certain locations on the airframe are more sensitive to changes in the flow conditions than

other locations. Therefore, it is important to determine the locations that are better suited for a

flush airdata system before installation can even begin. Potential flow has been used previously

on a simple shape to determine the most sensitive locations [80, 70, 54], but is significantly more
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difficult to apply to a full airframe.

Similar to the method outlined in Chapter 2 and [38], computational fluid dynamics (CFD)

will be used to identify the most sensitive locations. However, the approach outlined in the current

chapter has several notable differences compared to the previous approach: dealing directly with

pressure coefficients instead of cost functions, simulating multiple airspeeds and altitudes (syn-

onymous with density), and determining locations for measuring static and stagnation pressures.

While CFD was also used to determine port locations in [65], the method outlined in this chap-

ter differs in that 3D simulations were performed in order to account for pressure changes due to

varying sideslip angles. The basic premise of looking for locations with steep gradients is the same

between the outline in this chapter and [65]. Certain locations on the Skywalker are also excluded

for reasons that will be explained later.

3.2.1 Skywalker UAS

The X-8 Skywalker UAS is one of the primary instrument testing platforms for the Research

and Engineering Center for Unmanned Vehicles. It is readily available, offers a large amount of

payload space, and as of November 2016, the airframe can be purchased for $200-$250. The foam

construction allows for easy hardware integration and quick repairs in the event of hard landings.

The Skywalker has a cruise speed around 17 m/s, and an endurance of approximately 45 minutes

when using a 9,000 mAh battery.

Two other features of the Skywalker that are ideal for a distributed FADS are the rear

propeller and the winglets. As was shown in Chapter 2, locations closer to the leading edges are

more sensitive to flow angle changes. Having a propeller in the rear allows the entire front of the

airframe to potentially be used for port locations. Additionally, the winglets add a vertical surface,

thus increasing the sensitivity to changes in β. A Skywalker making a low pass during test flights

is shown in Fig. 3.1.
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Figure 3.1: Skywalker UAS performing a low pass.

3.2.2 CFD Simulations

STAR-CCM+ [66] was the CFD software package used for the simulations. For the simula-

tions, a polyhedral mesh with cell sizes ranging from about 1.5 mm near the leading edges to nearly

6.5 mm on the flatter parts of the airframe was generated. The cells on the surface of the Skywalker

are seen in Fig. 3.2, focusing on the fuselage and portions of the wings (a) and the winglets (b).

Five prism cell layers are generated above the surface to help resolve the boundary layer. A total

of approximately 110,000 cells are on the surface of the simulation model.

As discussed previously, the pressure on the surface of the aircraft can be defined as a function

of α, β, freestream airspeed (V∞), freestream static pressure (P∞), and freestream density (ρ∞)

(where the freestream temperature T∞ is coupled with P∞ and ρ∞ through the ideal gas law).

Under US Standard Atmosphere [47] conditions, P∞ and ρ∞ decrease with altitude at a prescribed

rate. To reduce the dimensionality of the simulations, P∞ and ρ∞ are combined together into the

altitude dimension, thus reducing the simulations down to four dimensions: α, β, V∞, and the
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(a) (b)

Figure 3.2: Close-up views of the polyhedral volume mesh generated. The cell size decreases at
locations with a higher radius of curvature, such as the leading edges.

Table 3.1: Thermodynamic properties for simulations

h P∞ (Pa) ρ∞ (kg/m3) T∞ (◦C)

1829 m (6000 ft) 81200 1.0239 3.15
2438 m (8000 ft) 75250 0.9629 -0.85

altitude (h). The altitudes used and corresponding relevant thermodynamic properties are shown

in Table 3.1. For V∞, simulations were performed at 14, 17, and 20 m/s.

The data obtained during the 2015 Lubbock, Texas, field campaign proved useful for deter-

mining the range of α and β values to use. For two weeks during the month of June, the Tempest

UAS was flown with a five-hole multi-hole probe (MHP) from the Aeroprobe Corporation. The

distribution of α and β measured by the MHP during the campaign is seen in Fig. 3.3 and repre-

sent approximately 1.5 ×106 data points. A Gaussian fit in red is shown for each distribution. For

β, three standard deviations covers the range from −6◦ to 8◦, though it is clear the distribution

is not zero mean. The mean β is expected to be zero, though this offset could be due to MHP

misalignment. Aircraft typically have some small positive α during steady level flight, so a nonzero

mean for α makes sense. The 3σ range for α is from −4◦ to 12◦. Based on the Lubbock 2015

measurements, α is varied from −4◦ to 12◦ in 2◦ increments in the simulations, while β ranges −6◦

to 6◦ in 1.5◦ increments. The variations in α, β, V∞ and h led to 486 simulations being performed.

Pressure distributions across the aircraft at trim condition for various altitudes and airspeeds

are shown in Fig. 3.4. The pressure for simulation results is defined as the difference between the
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Table 3.2: Simulation test matrix

α [−4◦,−2◦, 0◦, 2◦, 4◦, 6◦, 8◦, 10◦, 12◦]
β [−6◦,−4.5◦,−3◦,−1.5◦, 0◦, 1.5◦, 3◦, 4.5◦, 6◦]

V∞ [14, 17, 20] m/s
h [1829, 2438] m

(a) Distribution of α (b) Distribution of β

Figure 3.3: Distribution of the recorded angles of attack and sideslip during the 2015 Lubbock,
Texas, deployment.

absolute and freestream pressures. Additionally, for the simulations, trim condition is taken to be

α = 2◦ and β = 0◦. The pressure behaves as expected on the wings: an increase in airspeed leads

to a decrease in pressure on the top surface of the wings, with the decrease being greatest closer to

the leading edge. These pressure distributions are more useful to see how the pressure behaves on

the fuselage and near the airframe irregularities (such as the carved out portion in the nose).

Oftentimes, the pressure coefficient (Cp) is utilized to incorporate the pressure changes due

to varying ρ∞ and V∞. The definition of Cp is shown in Eq. 3.1:

Cp =
p− p∞

q∞
(3.1)

with q∞ representing the dynamic pressure, which is defined as:

q∞ =
1

2
ρ∞V2

∞ (3.2)

Even at a fixed location on the same airfoil with a constant α and β, the value of Cp will change as
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the freestream Mach number (M∞) changes. Different compressibility corrections can be applied,

one of which is the Prandtl-Glauert rule [2]. The Cp defined in Eq. 3.1 is the low-speed, or

incompressible, definition, and can also be represented by Cp,0. The Prandtl-Glauert rule adds a

correction term in the denominator, as shown in Eq. 3.3:

Cp =
Cp,0√

1−M2
∞

(3.3)

This rule is reasonably accurate for M∞ values up to 0.7. At M∞ = 0.3 (generally accepted as the

upper limit at which air is considered incompressible, [2]), Cp,0 is within 5% of the true Cp. For

the CFD simulations, M∞ ranged from a minimum of 0.04 to a maximum of 0.06, which leads to

a maximum error in Cp of 0.2%. As the simulations are clearly in the incompressible range, it is

assumed that Cp is unaffected by changes in speed or density. Therefore, all subsequent results will

be presented in the form of Cp to reduce the dimensionality of the problem.

For a single α and β orientation, six simulations were performed: at altitudes of 1829 and

2438 m, and at each altitude, airspeeds of 14, 17 and 20 m/s. At each of these six simulations,

the pressure coefficient is calculated across the aircraft (one of the outputs of the simulations is

pressure on the surface, so it is a trivial task to convert pressure to pressure coefficient). The

pressure coefficients from the different altitudes and airspeeds can then be averaged into a mean

pressure coefficient.1 This Cp is shown for several different α and β orientations in Fig. 3.5. As

α increases, Cp decreases in the vicinity of the leading edges. It is also easy to see that locations

closer to the leading edges are more sensitive to changes in α than the rest of the aircraft. The

same can be said about the leading edges of the winglets for changes in β. Additionally, the area of

decreased Cp changes sides on the winglets based on the whether β is positive or negative, and is

most visible in Fig. 3.5 (e) and (f). Finally, note that changing α does have an effect on Cp across

the winglets, but changing β has virtually no effect on Cp across the wings.

1 For simplicity, the mean pressure coefficient will be represented by Cp throughout the rest of the chapter. When
the regular pressure coefficient is used, the altitude and airspeed will also be specified.
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(a) h = 1829 m, V∞ = 14 m/s (b) h = 2438 m, V∞ = 14 m/s

(c) h = 1829 m, V∞ = 17 m/s (d) h = 2438 m, V∞ = 17 m/s

(e) h = 1829 m, V∞ = 20 m/s (f) h = 2438 m, V∞ = 20 m/s

Figure 3.4: Pressure changes for varying altitudes and freestream velocities. All plots are at trim
condition.

3.2.3 Locations Best Suited for α and β

Previously, the port locations were chosen through the use of cost functions that prioritized

locations that experienced a large and predictable range in pressure for changes in the flow angles.

A simpler approach is outlined here utilizing the derivative of the mean pressure coefficient with

respect to α and β.

Point 67914 will serve as the example to demonstrate the new methodology for port location

selection. Point 67914 is located on the extreme forward portion of the leading edge of the right

wing. The value of Cp is shown in Fig. 3.6 (a). As the mean pressure coefficient has been reduced
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(a) α = −2◦, β = −3◦ (b) α = −2◦, β = 3◦

(c) α = 2◦, β = −3◦ (d) α = 2◦, β = 3◦

(e) α = 6◦, β = −3◦ (f) α = 6◦, β = 3◦

Figure 3.5: The mean pressure coefficient at several different angles of attack and sideslip.

to a function of α and β, the gradient of Cp will consist of the derivative in the α and β directions,

represented by (∇Cp)α and (∇Cp)β, respectively. For point 67914, (∇Cp)α is shown in Fig. 3.6

(b). The gradient of Cp shows exactly how sensitive that particular point is to changes in α and β.

Integrating to find the volume under both (∇Cp)α and (∇Cp)β leads to a scalar “total sensitivity”

value for both the α and β directions. Locations with a higher sensitivity magnitude over a larger

area in (α, β) space will lead to larger total sensitivity values. The individual points on the surface

of the aircraft are then ranked based on their total sensitivity values.

The total α sensitivity is shown in Fig. 3.7. Unsurprisingly, the leading edge of the wings

is where the total α sensitivity is greatest. While other flush airdata systems are typically located
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Figure 3.6: Example of a point on the extreme forward portion of the leading edge.

in the nose, at least for the Skywalker, the nose is not the most sensitive location to changes in

α. As such, it is possible to make the case that the leading edges are a more ideal port location

than the nose is. It is also noticeable in the image that some areas near the winglet look like paint

splatters and are not as smooth as the rest of the aircraft. This is a result of artifacts in some of

the simulations. This is most easily shown in Fig. 3.5. Some of the simulations in this figure (e,f)

show the same splotches, but the rest do not. As the total sensitivity approach incorporates all the

simulations, the artifacts end up appearing in the final plot as well. In the end, this has no effect

on the results. While the left winglet is affected, the right winglet is not (assuming symmetry, only

one winglet is actually required to choose locations). The winglet transition area is affected on both

wings, but, as discussed later, is excluded from consideration anyway. Finally, while a portion of

the right wing is affected, the entirety of the left is unaffected, up to the transition point. Therefore,

while some of the simulations exhibit unexpected results, it is not necessary to redo them.

The total β sensitivity is shown in Fig. 3.8. It is immediately apparent that the leading edges

of the wings are not very sensitive to changes in β, but that the winglets are very sensitive. It is

hard to see, but the interior face of the winglets are more sensitive than the exterior face. This is

likely due to some asymmetry in the winglet shape.

When comparing the results of the α and β total sensitivities, there are a few key results to
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(a)

(b)

Figure 3.7: Volume under the α gradient surface for the mean pressure gradient.

note. First, the peak α total sensitivity is greater than that of the peak β total sensitivity. This

can be explained by a combination of a greater range in the simulated angles of attack and that the

wing exhibits a greater pressure response compared to the winglet (due to the wing being designed

to provide lift), meaning greater values for (∇Cp)α. The second key result is for the nose of the

aircraft: α sensitivity is highest on the top and bottom, while β sensitivity is highest on the sides

of the nose. This is the same result as could be found using potential flow theory on a hemisphere

(though in both the α and β case, the total sensitivity on the nose is noticeably less than on the
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(a)

(b)

Figure 3.8: Volume under the β gradient surface for the mean pressure gradient.

wings or winglets, respectively). Finally, the winglets have elevated levels of total α sensitivity

compared to the majority of the aircraft. It is hypothesized that this is due to the backward slant

of the winglets. Furthermore, a subsequent investigation should be conducted into whether the

winglets could serve as the only area for port locations since it exhibits good sensitivity for both α

and β.

A scatter plot for both α and β total sensitivities is shown in Fig. 3.9. A better sense of the

scales for both sensitivities can be gained through this plot. While the sensitivities are plotted by
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Figure 3.9: Volume under the pressure coefficient gradient surfaces.

point number, it is still possible to identify some aircraft locations. For example, the two distinct

peaks for the β sensitivity are known to occur on the winglets. It is also interesting to note that

at these peaks, the α sensitivity is nearly equivalent to the β sensitivity.

With an α and β total sensitivity for each point on the aircraft, it is now possible to sort

the points to start determining port locations. A total of 16 port locations will be chosen: eight

that are better suited for α and another eight that are better suited for β. There are two main

reasons for choosing 16 locations: 1) a large number of sensors allows for some to be ignored for

the purpose of determining how many sensors are actually required for the accuracy goal, and 2)

extra sensors also serve as a buffer against hardware issues (such as sensors not sealed properly, or

sensor measurement dropouts in flight).

Point 67914 is located near the very front of the leading edge of the wing. The mean pressure
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coefficient and (∇Cp)α for this point is shown in Fig. 3.6. The plot of Cp shows a maximum value.

This maximum occurs because the stagnation point is either above or below point 67914 depending

on the value of α. The drawback to having a maximum (or minimum) is that in the vicinity of

the extrema, the gradient will be extremely small. This is evidenced by the gradient in Fig. 3.6

(b). There is clearly a range of α where the gradient (i.e. the sensitivity) is close to zero. Sensor

errors will have a more adverse effect in the ranges of low sensitivity, so it is advantageous to avoid

locations that experience extrema for the Cp responses.

To avoid selecting locations with extrema, some areas of the Skywalker were excluded from

consideration. The excluded zones are displayed in Fig. 3.10. Based on the minimum α used during

simulation, the stagnation point will hit some maximum high point just above the leading edge.

Locations below this high point are excluded. This ensures no locations will experience extrema.

As the Skywalker is a belly-lander, all locations on the underside of the aircraft are also excluded

from consideration. This was done to avoid damage to the ports or clogging due to dirt. The

transition area between the wing and winglet was also excluded due to possible flow irregularities

or vortices. Portions of the trailing edges were excluded due to the way the extrema exclusion was

applied.

With the exclusion zones in place, the total α sensitivities are reranked. The Cp response for

Port 1 (point 20241 in the simulations) is shown in Fig. 3.11 (a). At the low end of the α range,

the slope in the α direction is minimal, which is also seen in Fig. 3.11 (b). However, the gradient

is never actually equal to zero, and the gradient magnitude increases along with α. As expected

though, the gradient in the β direction, shown in Fig. 3.11 (c), is nearly zero the entire time, and

the gradient magnitude is an order of magnitude less than that in the α direction. The remaining

seven locations for α exhibit very similar Cp responses.

When ranking the locations based on the total β sensitivity, none of the chosen port locations

experienced extrema, hence the reason why no exclusion zones were applied to the winglets. The Cp

response for Port 9 (point 35104) is presented in Fig. 3.12 (a). It is easily noticed that the gradient

magnitude in the α direction is significantly smaller than for Port 1, but the gradient magnitude
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(a)

(b) (c)

Figure 3.10: Areas of the Skywalker excluded from consideration for port locations. Red areas
are excluded while blue areas are included.

in the β direction is an order of magnitude larger than in Port 1. Additionally, the minimum value

for (∇Cp)β occurs at one of the far corners in the simulated (α,β) space. During more typical flight

conditions, the sensitivity is much greater. The remaining locations on the winglets experience

similar responses.

The final locations for ports that are more sensitive to α are shown in Fig. 3.13, while the

ports that are more sensitive to β are shown in Fig. 3.14. As is displayed in both figures, all of

the ports are slightly set back from the forwardmost portion of the respective leading edges. For

the ports on the wings, a minimum distance of 5 cm between each port was specified, whereas for

the winglets, the minimum distance was set to 3.75 cm. The ports are also symmetric about the

centerline of the aircraft. For the α ports, the top 4 locations ranked by total sensitivity whose
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Figure 3.11: Mean Cp as a function of α and β (a), along with the gradient of the mean Cp in
the α (b) and β (c) directions for Port 1.

symmetry points also met the minimum distance condition became Ports 1-8. Ports 9-16 were

chosen in the same manner.

3.2.4 Stagnation and Static Pressure Ports

The simulation results obtained through CFD are also used for establishing suitable locations

for stagnation and static pressure ports. Stagnation and static ports are central to how pitot-static

probes work, and all commercially available MHPs have them. The stagnation pressure is the
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Figure 3.12: Mean Cp as a function of α and β (a), along with the gradient of the mean Cp in
the α (b) and β (c) directions for Port 9.

(a) Right wing (b) Left wing

Figure 3.13: Locations of Ports 1-8 which are better suited for the determination of α.
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(a) Right wing (b) Left wing

Figure 3.14: Locations of Ports 9-16 which are better suited for the determination of β.

Figure 3.15: Mean Cp at trim condition with scale modified to emphasize locations equal to the
stagnation pressure.

pressure of the fluid isentropically brought to rest, and is equal to the dynamic plus static pressure.

As such, the value of Cp is equal to 1 at stagnation points. The distribution of the mean Cp at

trim conditions (2◦, 0◦) is displayed in Fig. 3.15. The color scale has been modified to highlight

locations where Cp is close to, or equal to, 1. The exact stagnation point is a function of both α

and β; as such, only trim condition was utilized for determining the stagnation point. The center

of the high-Cp bubble, where Cp = 1, was therefore chosen for the stagnation port.

To find suitable static ports, areas with Cp = 0 were searched for. A distribution of Cp

at trim condition with the color scale tweaked to emphasize areas around Cp = 0 is presented in

Fig. 3.16. There are numerous different bands across the aircraft where the pressure equals the

freestream pressure. Areas towards the rear of the aircraft are excluded from consideration due to
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Figure 3.16: Mean Cp at trim condition with scale modified to emphasize locations equal to static
pressure.

the proximity of the control surfaces (this would change the measured pressure based on the control

surface deflection). Out of the remaining suitable areas, locations that require the least amount of

pneumatic tubing are typically chosen [19]. As such, the forwardmost location on the Cp = 0 band

from the wing is the selected port location. For reference, the port can also be seen in Fig. 3.21.

3.3 PTH Circuit Board Assembly

The sensor chosen for measuring the pressure at the selected ports is the MS8607-02BA01

from Measurement Specialties. The MS8607 [68] was chosen for its ability to measure pressure,

temperature, and humidity (PTH); its low cost (∼$10 per sensor); and high resolution for a MEMS-

style sensor at that price point. This is also an absolute pressure sensor; while a differential pressure

sensor can result in greater accuracies, they are significantly larger than the MS8607. Space is at

a premium within the wings of the Skywalker, and a smaller sensor package was given higher

priority. Additionally, differential pressure sensors would require running pneumatic tubing from

the wings to the fuselage as the measured pressures are referenced against the static pressure.

With the current setup, only electrical wires are passed from the wings to the fuselage, allowing

the connections to be simpler. Relevant technical specifications can be found in Table 3.3.
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The circuit boards were designed to house four MS8607 sensors each (this is related to why

eight port locations were chosen per wing). The circuit diagrams showing the layout and electrical

connections are shown in Fig. 3.17. A TCA9548A from Texas Instruments [26] handles the data

streaming over an I2C connection from the MS8607 sensors. There is also an MPU-6050 6-axis

inertial measurement unit (IMU) manufactured by InvenSense [28]. While the IMU is not directly

related to the distributed FADS project, it will eventually be used to investigate differences between

IMUs distributed with the pressure sensors versus a standalone IMU in the fuselage (currently where

IMUs are positioned during flight). The assembled circuit board is laid out in Fig. 3.18.

The PTH sensors need to be sealed individually before the circuit boards can be installed

into the aircraft. The process of sealing the circuit boards is outlined in Fig. 3.19. Two layers

of acrylic are used to seal the sensors individually, and Tygon tubing is then connected to brass

tubing in the top acrylic layer.

Each circuit board is tested upon completion of the sealing process. Short sections of Tygon

tubing are attached to each port on a circuit board. The free end of the tubing is then sealed with

silicone, creating an airtight reservoir that an individual sensor is connected to. With the Ideal

Gas Law, it is known how air in a sealed reservoir will react to changes in temperature. The circuit

boards are stored in a refrigerator until they reach ambient temperature (∼ 5◦ C). With the boards

at a lower temperature than when the tubing was sealed, the pressure inside decreases. When the

circuit boards are removed from the refrigerator (and start warming up), the pressure will increase.

Both trends are displayed in the test results shown in Fig. 3.20. Boards 001 and 004 were

both sealed and tested together, while several other boards were left open to the environment and

Table 3.3: Technical specifications of MS8607-02BA01 PTH sensor

Operating range 10 to 2000 mbar, 0% to 100% RH, -40 to 85 ◦C
High resolution mode 1.6 Pa, 0.04% RH, 0.01 ◦C

Absolute accuracy (25 ◦C) ±200 Pa, ±3% RH, ±1 ◦C
Relative accuracy (25 ◦C) 10 Pa

Response time < 5 ms pressure, 5 s RH
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(a) Front

(b) Back

Figure 3.17: Circuit diagram for the sensor boards.

(a) Front (b) Back

Figure 3.18: Finished circuit boards with components soldered on. The black square in the center
of the front side (a) is the IMU, while the four silver components on the back (b) are the PTH
sensors. Boards are 132 mm long, 13 mm wide, and 2 mm thick.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.19: Process of sealing the circuit boards. Boards are cleaned (a) before applying silicone
in a ring around each sensor (b). The first layer of acrylic (c) is then laid on top of the board. A
second layer of acrylic (d) is sealed to the first layer with silicone. Small brass tubes (e) with an
outer diameter of 1.6 mm are then glued with cyanoacrylate glue to the ports in the top acrylic
layer. Tygon tubing (f) with an inner diameter of 1.2 mm is then attached to the brass tubes.



www.manaraa.com

56

0 50 100 150 200 250 300 350

Sample number

82400

82600

82800

83000

83200

83400

83600

83800

84000

84200

84400
P

re
s
s
u

re
 (

P
a

)

Sensor 1

Sensor 2

Sensor 3

Sensor 4

Room mean

(a) Board 001 (b) Board 004

Figure 3.20: Plots showing seal testing process.

averaged together for the ambient pressure. All four sensors on board 001 start at a pressure

lower than ambient, while the pressure steadily increases as time passes and the boards warm up.

The instantaneous change to ambient pressure exhibited occurred when the tubing was cut open.

Cutting the tubing serves as another check: if the board was not sealed properly, cutting the tubing

would have no effect on the pressure. This is seen with sensor 2 of board 004: cutting the tubing

made no change to the recorded pressure. Based on these results, it is deemed that board 001 was

sealed properly, while sensor 2 of board 004 was not sealed properly. Five boards were assembled

and sealed. All four sensors from board 001 are sealed well, but only three sensors from each of the

remaining boards are suitably sealed.

3.4 Hardware Integration

Small holes were drilled in the fuselage at the static and stagnation port locations. 3/64-

inch (1.2 mm) inner diameter Tygon tubing was then installed through the drill holes. This is

the same size tubing the Aeroprobe MHP uses. Smaller diameter ports allow for finer resolution

measurements, and the port size has minimal impact on the accuracy [50]. Port sizes as small as

0.76 mm have been used with FADS in the wind tunnel [34]. Unfortunately, the port size relative

to the body does have an impact on the maximum incidence angle at which the error in the total
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Figure 3.21: Early integration of the stagnation (center) and static (shown on left, hidden on the
right) ports on the nose of the Skywalker UAS.

pressure measurement is within 1% [18]. Future work should investigate the importance of port

sizing.

Installation of the tubing for the fuselage is shown in Fig. 3.21. Silicone sealant was used to

fill in the gap between the tubing and drill hole. The excess tubing is then cut to be flush with the

aircraft surface. A single stagnation port is shown on the front of the nose. The stagnation tube

is routed to the fuselage pressure board, where it splits and feeds into two pressure sensors. One

of the static ports, located aft of the stagnation port, is clearly visible, with a second static port

symmetric about the centerline. Each static port has its own dedicated sensor. It is important to

note that there is no real airflow in the tubing, so the humidity and temperature readings for the

fuselage pressure board are ignored.
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Figure 3.22: Early integration of the sealed circuit boards, tubing, and miscellaneous hardware
into the wings.

On the X-8 Skywalker, there is an internal spar that runs parallel to the leading edge of the

wing, between the servo and the pressure boards. This spar, and the fact that the wing is thickest

in that area, necessitates the installation of the pressure boards close to the leading edge of the

wing. The winglets are too small to house a pressure board, so both are installed near each other

on the wing. The downside to the space constraints is that the sections of tubing for ports on

the winglet are significantly longer than the tubing used for ports on the main part of the wing.

Assuming incompressibility and that the change in pressure travels through the tubing at the speed

of sound, the increased tubing length introduces a delay of only 1.5 ms.

The pressure board and tubing are all installed on the underside of the wing for simplicity

and to maintain aerodynamic efficiency. Individual channels for the tubing are carved into the
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Figure 3.23: Early work on the sideplates. Note the channels created for routing tubing from the
physical port locations to the sealed circuit boards installed in the wings.

wing; this way, the tubing will not affect the aerodynamics of the wing. The tubing and pressure

boards are taped over with clear packing tape to maintain a smooth, flat surface on the underside

of the wing. The lower wing in Fig. 3.22 shows the underside, displaying the pressure boards and

tubing routing. The upper wing shows the top surface of the wing, along with the tubing installed

in the chosen port locations, but prior to the tubing being cut flush with the surface. A close up

view of the side plates with the channels carved in presented in Fig. 3.23. The interior face of the

winglets have the pressure port, while the exterior face has the channels.
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3.5 Conclusion

Computational fluid dynamics was used to determine port locations for the flush airdata

system on the X-8 Skywalker UAS. The mean pressure coefficient was used to locate static and

stagnation locations at a set trim condition. The gradient of the mean pressure coefficient shows

the sensitivity to changes in the angle of attack and sideslip. Integrating the gradients yields a

“total sensitivity”, which was used to sort aircraft locations. While 16 wing locations were chosen,

only 12 wing sensors were sealed properly.

Sealing the sensors was more difficult than initially anticipated, and only achieved an 80%

success rate. Bringing the sensors closer to the center of the circuit boards would increase the

acrylic area at the ends, increasing the chances of a proper seal. Another promising alternative is

being able to 3D print a cap that goes over the circuit board, similar to the function the acrylic

played. Hardware costs were kept low (∼$300 for pressure sensors, circuit boards, and associated

components), but further refinement of the installation method is warranted to bring down the

required man-hours and simplify the process.
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Skywalker UAS Flight Results

Calibration of a flush airdata system in a wind tunnel has been briefly discussed in Chapter

1, and described in Chapter 2. However, one of the goals of this dissertation is to calibrate the

system during flight as an in-flight calibration could make a FADS a more accessible method of

wind sensing. The current chapter will discuss the in-flight calibration. Section 4.1 will outline

the flights of the Skywalker UAS, Section 4.2 will summarize the steps for preprocessing the flight

data, Section 4.3 explains training of the neural networks, Section 4.4 will go over the results from

the flights and compare the FADS with the reference multi-hole probe, Section 4.5 will examine

the limitations of the FADS as currently implemented, and conclusions drawn from flight testing

will be reviewed in Section 4.6.

4.1 Flights

The Skywalker UAS outfitted with the distributed FADS and the Aeroprobe MHP as the

reference instrument was flown on March 22, 2017. Flight testing occurred at the Boulder Model

Airport in Boulder, Colorado. Two flights were performed, and each lasted nearly 40 minutes. The

ground tracks for both flights are shown in Fig. 4.1.

Data from the takeoff and landing portions of both flights were purposefully ignored. This

was approximately one minute of flight time at both the beginning and end of each flight. At the

beginning of flight 1, various maneuvers were performed and reserved for validation of the FADS.

This validation portion lasted 500 seconds, and yielded 3143 data points. The remainder of flight 1
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Figure 4.1: Flight 1, top, and flight 2, bottom.
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(1700 seconds and 10710 data points) was used for calibration of the FADS. Flight 2 (2160 seconds

and 13552 data points) was also used for calibration of the FADS.

4.1.1 Calibration Flights

During calibration, it is important to experience a variety of flight conditions. A larger

calibration domain leads to a larger domain in which the FADS is more accurate. Neural networks,

the regression technique of choice for the results, typically do not extrapolate well outside of the

training domain ([84]; also serves as a good introduction to neural networks). To accomplish the

goal of varied flight conditions, the flights were split with approximately 60% of the time under

manual control, with the remaining 40% under autopilot control.

The calibration portion of flight 1 was predominately composed of box shaped patterns with

the long legs oriented mostly north and south. The airspeed and altitude were varied throughout

the flight. Airspeed has a large impact on the angle of attack, so changing the airspeed can lead

to changes in angle of attack. Additionally, winds gusts can lead to short duration changes in

airspeed, angle of attack and sidelip.

Orbits constituted the majority of flight 2. The airspeed of the orbits was typically set

between 18 and 22 m/s. The set altitude of the orbits was typically 1685 m or 1710 m MSL (95 m

to 120 m AGL). The direction flown around the orbits was also reversed, with about half the flight

time spent travelling clockwise, and the other half counterclockwise.

All of the airspeeds, α, and β measured by the MHP during calibration are shown in Fig.

4.2. The contour lines and color scale represent the number density of data points per bin. Warmer

colors represent areas with a higher density of data points. Looking at Fig. 4.2 b), it is apparent

that the most common air-relative orientation is about α = 3◦ and β = 1◦. An aircraft might

have a (small) positive α during steady level flight, so this air-relative orientation makes sense.

However, it’s expected that β would be symmetric about 0◦, which is not the case. It is possible

the aircraft spent more time turning to one direction than the other, which would explain the bias

towards positive values of β. The fact that β is centered about 1◦ is likely a combination of errors
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Figure 4.2: MHP data points during calibration.

in the MHP and the MHP being mounted with a small angular offset from the centerline in the

horizontal direction. It is important to note that angular offsets from the body coordinate frame

are unimportant for wind sensing; only offsets between the wind instrument coordinate frame and

the IMU frame matter.

It is also clear that most of the air-relative orientations are within 2◦ to 6◦ for α and −2◦

to 6◦ for β. With the calibration points as such, it is hypothesized that the FADS will be most

accurate within those ranges. Fig. 4.2 a) and c) show the number density of data points in IAS-α

space and β-IAS space, respectively.
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4.1.2 Validation Flight

One of the focuses of both the Research and Engineering Center for Unmanned Vehicles

(RECUV; [57]) and Integrated Remote and In Situ Sensing program (IRISS; [27]) is to perform

targeted meteorological observations from unmanned aircraft systems. The actual flight pattern

is determined by the specific mission and aircraft, but commonly involves the “follow me” mode.

For “follow me”, the UAS ground station is located in the Tracker1 vehicle, and is equipped with

GPS. The ground station operator specifies a GPS waypoint that has an offset from the Tracker

vehicle. When the Tracker drives, the waypoint moves with it (though fixed relative to the Tracker

unless the operator changes it). The aircraft is constantly chasing this moving waypoint, and the

ground track of the aircraft mimics that of the Tracker. As most of the roads driven on during

meteorological deployments are straight (and oriented in the cardinal directions), most of the flight

time is spent performing transects, though the other common flight pattern is an ascending or

descending orbit. A typical flight path is shown in Fig. B.1 in Appendix B.

The validation portion of the Skywalker flight was intended to mimic the previously discussed

real world flight profiles. Validation was made up of transects (in the form of rectangles due to

space constraints and no “follow me” mode for the Skywalker), ascending and descending orbits,

and straight legs with varying altitude. The ground track of the Skywalker during validation is

shown in Fig. 4.3 a), while b) shows the 3D trajectory.

All of the IAS, α, and β measurements from the MHP during validation is displayed in Fig.

4.4. The contour lines from the calibration points shown in Fig. 4.2 are also displayed. The scale

(and contour levels) are identical, but a different colormap is used for increased contrast. The

purpose is to show the concentration of validation data points in relation to the calibration data

points. If the validation points are of a comparable distribution to the calibration points, then the

errors should be comparable. The validation points show a somewhat similar, but slightly different,

distribution compared to the calibration points. In the β-α space, α is shifted towards lower values

1 The Tracker is one of several vehicles that provide support for aircraft operations. The role of the Tracker
changes based on the mission and what other vehicles are in use, but is typically “electronically tethered” with the
aircraft via the autopilot and ground station.
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(a) Ground track (b) 3D trajectory

Figure 4.3: Validation portion of the flights.

compared to the contour lines. In both IAS-α space and β-IAS space, the data points are biased

towards higher values of IAS.

Nine distinct patterns are pulled from the validation flight: Spiral 1, Spiral 2, Ellipse 1, Box

1, Box 2, Box 3, Box 4, Leg 1, and Leg 2. In addition to overall validation results, results from

individual patterns will also be analyzed in an attempt determine ideal patterns to fly in order to

minimize errors. The trajectories for all nine patterns are presented in Figs. B.2 through B.10 in

Appendix B.

4.2 Data Preprocessing

The data logging onboard the X-8 Skywalker is handled by a Raspberry Pi 2 Model B

computer. With the setup flown, the Pi writes three files: one file with the data from the autopilot

(called the “messages” file), a file with only the MHP data (called “aeroprobe”), and a file containing

data from the MS8607 sensors (called “pth”). Data are timestamped as it comes into the Pi, and

the Pi clock is updated to the system time of a laptop upon boot.

The messages file contains data from the autopilot, including GPS, aircraft attitude, and

telemetry data sent to the ground station. There are two timestamps that appear throughout the

file: “time unix usec” and “time boot ms”. Most fields use one or the other for timestamping.
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Figure 4.4: MHP data points during valibration.

These timestamps were synced together after the flights to ensure all the data from the messages

file would reference a single time.

The recorded GPS altitude was used to determine when takeoff and landing occurred for

both flights. As mentioned previously, the takeoff and landing portions were removed (these data

are typically ignored in real RECUV/IRISS operations anyway). Data from when the aircraft was

on the ground were also ignored, with the exception of roughly 30 seconds on the ground that was

used to zero the PTH sensors.

Even with the data from the different files referencing the same time, timing offsets (such
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Figure 4.5: Shifting total pressure from FADS to line up with MHP.

as communication delays) still existed and needed to be accounted for. To sync the MHP and

PTH data, the total pressure2 measured by both was compared. As shown in Fig. 4.5, there was

an initial offset between the data.3 The MHP data (logged at 50 Hz) were interpolated onto the

same time as the PTH data (6.2 Hz) to allow for direct comparison. The mean squared error was

computed between the MHP and PTH data, and is defined as:

MSE =
1

n

n∑
i=1

(Xi −Yi)
2 (4.1)

with total pressure at time i from the MHP represented by Xi, and total pressure from the PTH

sensors in the fuselage represented by Yi. Using a brute force approach, multiple time offsets are

applied to the PTH data, and the MSE is calculated for each time offset. The time offset that

produced the smallest MSE is permanently applied to the PTH data.

This approach to syncing the data only worked because the MHP and PTH sensors in the

fuselage were measuring the same quantity, and the measurements were less than 20 cm apart

spatially. The trends in both data sets should happen at the same time (though the actual pressure

values are expected to be different). GPS data were synced to the MHP time in the same method,

2 For incompressible flow, the total pressure is equivalent to the stagnation pressure
3 The shift shown was artificially introduced for clarity to demonstrate the method. Offsets were typically on the

order of tens of milliseconds to several seconds
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but comparing GPS altitude to the pressure altitude from the MHP. The ground station telemetry

data were synced to the MHP through airspeed, and the autopilot’s pitot-static data were synced

to the MHP through static pressure comparison.

The synced PTH, MHP, GPS, ground station telemetry, attitude, and pitot-static probe data

are combined into a single file. All the data are linearly interpolated onto the same time as the

PTH sensors, thus producing a single time vector common to all the instruments. The data are

then separated into the calibration and validation sets.

Final preprocessing of the flight data includes zeroing the pressure from the PTH sensors

and computation of the derived parameters (such as density and indicated airspeed). 30 seconds

of PTH pressure data prior to both flights are used to zero the sensors. One of the sensors is

chosen as the baseline (any sensor will work). The mean pressure over this interval for each sensor

is compared to the mean pressure from the baseline sensor. This offset is then removed from the

measured pressure in flight for each sensor.

After sensor offsets have been removed, numerous derived parameters from the PTH mea-

surements can then be computed. Static pressure is the mean of both static port sensors, total

pressure is the mean of both stagnation port sensors, and the dynamic pressure is the static pressure

subtracted from the total pressure. Indicated airspeed is computed by the standard equation:

IAS =

√
2q

ρ0
(4.2)

with ρ0 being mean sea level density,4 and q is the dynamic pressure, also represented by:

q =
1

2
ρV2 (4.3)

Density is calculated with the Ideal Gas Law, Eq. 1.11, where R is the specific gas constant of

air,5 T is the mean temperature from the sensors in the wings, and total pressure is used for

P.6 Differential pressure for each sensor is calculated by subtracting the static pressure from the

4 1.225 kg/m3

5 R = 287.058
6 In-flight differences between total and static pressure are on the order of 0.3%
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sensor pressure. Finally, data from the four sensors not sealed properly were removed, resulting in

differential pressures from only 12 sensors.

4.3 Neural Network Training

Neural networks have been successfully implemented with FADS previously, including flight

data from an F-18 [62], a small UAS [54], a mini air vehicle [65], and a wind tunnel model [9]. Hornik,

Stinchcombe, and White [22] have shown that a single hidden layer in a multi-layer feedforward

network (a class of neural networks) is enough for the network to be a universal approximator,

given sufficient hidden units and training data. Thus, neural networks are known to be an excellent

choice for use with FADS.

When training a network through backpropagation, Matlab uses the Nguyen-Widrow initial-

ization algorithm for determining the initial weights and biases [43, 48]. There is some randomness

in this method, which means re-initializing the network can lead to different results. Additionally,

the training data are randomly chosen from the calibration data, which also leads to potentially

different results from networks trained on the same data. A basic ensemble of neural networks has

already been described in Chapter 2. Basic ensembles are produced again, but only the single most

accurate network from the ensemble is used to produce the results.

Numerous training methods are available within the MATLAB environment, including gra-

dient descent, conjugate gradient methods, Levenberg-Marquardt, Bayesian regularization, and

resilient backpropagation. The backpropagation method [64] has been available for awhile, and

early work focused on improving the method by using a steepest descent method with momentum

and a variable learning rate [76]. The scaled conjugate gradient method [46, 6] increases training

speed by avoiding the per iteration line search, and is better suited for larger problems thanks

to lower memory requirements. Other adaptations to the conjugate gradient method exist that

focus on better restarting procedures [53]. Resilient backpropagation [60] uses a local adaptation of

the weight update to increase training speed over standard gradient descent methods. Levenberg-

Marquardt [21, 42], which employs a nonlinear least squares algorithm, is very efficient for smaller
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networks (up to a few hundred weights7 ). Bayesian regularization [16, 41] adds a smoothing term

to improve generalizability,8 at the expense of increased computation and memory usage.

A direct comparison between Bayesian regularization (BR), Levenberg-Marquardt (LM), and

Scaled Conjugate Gradient (SCG) training functions using the flight data is presented in Fig. 4.6.

Basic ensembles with 500 networks were trained utilizing each training function for different hidden

layer sizes. The root mean square error (RMSE) is used to compare the performances of the different

training functions:

RMSE =
√

MSE =

√√√√ 1

n

n∑
i=1

(
Ŷi −Yi

)2
(4.4)

where Ŷi is the estimate produced by the network (or mean estimate from the ensemble), and Yi is

the true value. The reference MHP from Aeroprobe Corporation flown on the Skywalker is taken

to be the truth (potential issues with this approach are discussed in Section 4.5). The ensembles

are trained with the calibration data, and the RMSE values are computed with the validation data.

For inputs, the networks use the 12 differential pressures from the PTH sensors, density, static

pressure, and indicated airspeed, and the two outputs are α and β. Additionally, individual errors

(εα, εβ, and εIAS) are simply:

εi = Ŷi −Yi (4.5)

with the notation the same as before. A positive error means the FADS estimate is higher than

the measurement from the MHP.

The RMSE using the ensemble mean estimates are represented by triangles in Fig. 4.6, with

BR colored blue, LM red, and SCG black. The curves of BR and LM show the methods initially

underfitting the data, then reaching a minimum error, before overfitting the data. Due to the

smoothing built into Bayesian regularization, this method overfits at a slower rate compared to

7 Number of weights for a single hidden layer feedforward network is equal to (hidden layer size × number of
inputs) + hidden layer size + (number of outputs × hidden layer size) + number of outputs

8 A network generalizes well when it performs as well with novel inputs as it does with training inputs [16]
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Figure 4.6: Comparison of training functions and hidden layer sizes.

LM. SCG experiences a more gradual decline in the error, and does not appear to be affected by

overfitting in the same way as BR and LM, though the minimum error from the SCG ensemble

is approximately 5% greater than the minimums with BR or LM. Based on these data, a hidden

layer size of 5 using the BR or LM training functions would produce the lowest RMSE, assuming

the user wanted a basic ensemble of networks.
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The network from the ensembles that produced the minimum RMSE is also visible in Fig.

4.6, using filled circles. The best network using SCG tracks the best networks from BR and LM

closely, in terms of RMSEα, up until a hidden layer size of 9. However, in terms of RMSEβ, SCG

is nearly constant, and is around 10% higher than BR and LM. The RMSE for BR and LM are

nearly identical, so other attributes of the functions need to be considered when choosing one of

those training methods (LM is approximately three time faster, but BR generalizes better).

The minimum RMSEβ happens with a hidden layer size of 8, but the minimum RMSEα does

not occur until a hidden layer size of 10. To determine the hidden layer size, the norm of the RMSE

was looked at:

‖RMSE‖ = ‖(RMSEα,RMSEβ)‖ =
√

RMSE2
α + RMSE2

β (4.6)

For the Bayesian regularization and Levenberg-Marquard networks, the minimum ‖RMSE‖ value

for each hidden layer size is shown in Fig. 4.7. The minimum value for both training functions occurs

with a hidden layer size of 9, and both functions produce an identical norm. The network’s ability

to generalize well is of higher importance than training speed; as such, Bayesian regularization is

the training method of choice.

2000 new networks were trained using Bayesian regularization and a hidden layer size of 9

in an attempt to find a network with a lower ‖RMSE‖ than reported in Fig. 4.7. Out of the new

networks, the best network has ‖RMSE‖ = 1.087◦, a 1.2% reduction compared to the previously

plotted networks. Looking at the individual components, RMSEα = 0.651◦ and RMSEβ = 0.871◦.

All subsequent results use this single network.

Regression plots showing how well the network fits the calibration data is shown in Fig. 4.8.

A perfect linear fit is shown as a black line, and has a slope of 1 and y-intercept of 0. The slope and

y-intercepts of the actual linear fit (in red) are shown on the y-axis. When looking at the linear

fit, the network does a better job with β than with α. However, RMSEα is lower than RMSEβ.

This discrepancy is explained by the wider variability in the β estimates. The estimates of β are
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Figure 4.7: Comparing the minimum norm RMSE values for different hidden layer sizes.

centered about a closer to perfect line (slope closer to 1), but are spaced further apart from that

line (higher RMSE).

The regression plots and RMSE values only describe how the network performs overall.

Knowing how the network performs under different flight conditions (e.g. low α, positive instead

of negative β, etc) can inform the user of flight patterns that minimize the error. Maps of the

error using the calibration data are shown in Fig. 4.9, with IAS errors (computed directly from

dynamic pressure, not the neural network) in a), and α and β in b) and c). The calibration data are

grouped into bins 0.3◦ in the α direction by 0.75◦ in the β direction. The data points that fall into

each bin are then used to calculate RMSEα, RMSEβ, and RMSEIAS. Focusing on just the network

performance, it is clear that lower errors occur in the general α = 2◦ : 4◦ and β = 0◦ : 2◦ area.

This is the same vicinity as the densest location of calibration data points. Overall, the network

performs better with respect to α in the α = 2◦ : 5◦ and β = −2◦ : 8◦ region, while α = 1◦ : 5◦ and

β = −1◦ : 4◦ is better with respect to β performance.
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(a)

(b)

Figure 4.8: Calibration data regression.
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Figure 4.9: Calibration data RMSE values.

4.4 Results

Comparing the map of RMSE values produced by the network for the validation data, shown

in Fig. 4.10, to the RMSE map for calibration data, Fig. 4.9, shows validation results are on par

with the calibration results. The same higher accuracy regions for the calibration data hold true

for the validation data. While this result is expected, it still serves as a useful check. However,

what was unexpected was the noticeably lower RMSE values for IAS with the validation data. This

discrepancy will be explained later in the current section.

In addition to the 2D error maps, it is helpful to see how the validation errors are affected by

the flight parameters. Errors in IAS, α, and β are plotted against the true IAS in Fig. 4.11. The
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Figure 4.10: Validation data RMSE values.

errors in IAS and β become more positive as the true airspeed increases, but errors in α follow the

opposite trend. Assuming the linear fit passes through the center of the errors (which it appears

to do a good job of), this fit can serve as a proxy for the mean error. Based on this, β is about

twice as sensitive to changes in IAS compared to α. The magnitude of errors in IAS is expected

to decrease as the true airspeed increases, yet this is not the case. As such, it is hard to draw

meaningful conclusions related to IAS.

The effect of the true α on the errors is shown in Fig. 4.12. Clearly, the errors in α are

influenced by the true angle of attack. This tendency was also apparent in the 2D calibration

RMSE maps. Interestingly, the true α has virtually no effect at all on the errors in β. The opposite
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Figure 4.11: IAS effects on validation errors.
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Table 4.1: FADS error sensitivity

IAS (m/s) α (deg) β (deg) ρ (kg/m3) Ps (Pa)

εα (deg) −0.0495 −0.1962 0.0364 −11.445 −1.56 × 10−4

εβ (deg) 0.0876 0.0067 −0.0697 11.531 8.485 × 10−5

εIAS (m/s) 0.0881 0.0131 −0.0573 19.297 7.783 × 10−5

is not true; the true β does influence the errors in α, as seen in Fig. 4.13. The true β has an impact

on the β errors that is twice as strong as its impact on the α errors.

In general, the true ρ and Ps have a minimal effect on the errors. This is displayed in Figs.

B.12 and B.13 in Appendix B. The slope of the fits presented represents a first order look at the

sensitivity of the errors to the true flight parameters. The sensitivities are displayed in Table 4.1.

For example, the sensitivity of εα to changes in the true α is −0.1962 deg/deg, which is 30 times

more sensitive than εβ to true α at 0.0067 deg/deg.

The individual errors from the full validation data set are plotted in Fig. 4.14. It is immedi-

ately apparent that the error in IAS is converging to a constant bias as time passes. This explains

the discrepancy discussed earlier. The validation data was collected at the start of flight 1, prior

to full convergence. The second flight exhibits the same trend of the FADS measuring a lower IAS

than the MHP at the start of the flight, before ending with a higher measurement. The IAS error in

both flights is shown in Fig. 4.15. Zeroing the sensors post-flight instead of pre-flight may address

this issue. It is unknown whether the error lies in the measurements from the FADS or the MHP,

and more data is required to determine the cause of this bias in the IAS difference between the two

systems.

While there is a clear bias in IAS, 97.9% of the errors in IAS are within 1 m/s. Both α

and β appear to be be unbiased, though it is possible to make out some oscillations in the β error

early on in the flight. In the end, 93.8% of α errors and 87.3% of the β errors are within 1◦ of the

MHP. Viewing the histograms of the errors, Fig. 4.16, also shows the bias in IAS, but proves that

overall, α and β are indeed unbiased. Unsurprisingly, the variance in the β errors is larger than

the variance in the α errors.
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Figure 4.12: α effects on validation errors.
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Figure 4.13: β effects on validation errors.
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Figure 4.14: Results from full validation portion of flight.
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Figure 4.15: IAS errors from both flights.

Results presented so far have focused on the full validation data set. As mentioned previously,

the validation portion of the flight is composed of nine distinct patterns. Looking at the patterns

individually will inform the user as to what patterns are best to fly for the system as calibrated. The

best pattern overall was the first box pattern flown, displayed in Fig. 4.17. This was a box pattern

with left hand turns, a nearly constant altitude, lasted 55 seconds, and contains 345 measurements.

It is immediately apparent that the FADS (orange) tracks the MHP values (blue) very well for

Figure 4.16: Histogram of errors in the full validation portion of flight testing.
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Figure 4.17: Box 1 validation pattern.

IAS, α, and β. As has been the case so far, the FADS does a better job estimating α than β, as

evidenced by the RMSE values of 0.567◦ and 0.693◦, respectively. The measurements in β are less

noisy compared to α, so it is easier to see how well the FADS β estimate tracks the truth. The

largest errors in β occur with the peaks at high β values. It is already known that the FADS has

larger errors for high β values.

The worst pattern was the left turning ellipse, Fig. 4.18, with one end at a higher altitude

than the start/finish end. This pattern lasted 45 seconds and 284 measurements were taken during

this time. The FADS reports a lower IAS compared to the MHP for the majority of the pattern,

and misses two of the peaks the MHP records. The FADS also misses several of the peaks in α.

It is possible this is because the FADS exhibits a slower response in α than the MHP does. The

variations in β are slower, and the FADS does a great job following the variations.
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Figure 4.18: Ellipse 1 validation pattern.

The first spiral, which includes both the ascending and descending portions, is shown in Fig.

4.19. This pattern lasted 42 seconds and 260 measurements were recorded. There are two parts of

this pattern where the FADS is reporting a 2 m/s slower IAS compared to the MHP. The α and β

performance of the FADS during this pattern is better than the overall validation set, though the

α estimate tends to be higher than the MHP measurements.

Another validation pattern that did well was the first straight leg, shown in Fig. 4.20. The

altitude was constant, and the airspeed was nearly constant. This pattern was only 19 seconds

long, and there were 119 measurements. There is better agreement in IAS with this pattern, likely

due to the minimal variations in airspeed. The performance of the FADS for α and β is also above

average. This above average performance is likely due to the slower variations in α and β during
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Figure 4.19: Spiral 1 validation pattern.

this pattern.

The RMSE values from each pattern are presented in Table 4.2, along with the overall RMSE

values for the full validation data set. The box 1 pattern exhibits the lowest error in IAS and β,

while leg 1 has the lowest α error (though box 1 has the second lowest α error). Spiral 1 had

the worst agreement in IAS, ellipse 1 had the largest error in α, and spiral 2 was the worst for

β. Overall, the FADS performed the best during the box 1 and leg 1 patterns. Therefore, it is

recommended that, based on the current calibration of the system, boxes and straight legs are flown

in order to minimize the error.

Section 1.3 discussed potential errors when transforming the relative wind to the inertial

wind. Applying this analysis to the errors recorded in flight gives an estimate of the inertial wind

errors due to the errors in the FADS. Accounting only for errors in the FADS, Eq. 1.6 simplifies

to:



www.manaraa.com

87

Figure 4.20: Leg 1 validation pattern.

Table 4.2: RMSE of validation patterns

IAS (m/s) α (deg) β (deg)

Spiral 1 0.5229 0.6143 0.7633
Spiral 2 0.3678 0.6281 0.9663
Ellipse 1 0.5019 0.7415 0.9596

Box 1 0.3400 0.5675 0.6932
Box 2 0.4314 0.6775 0.9270
Box 3 0.4359 0.6323 0.8637
Box 4 0.4720 0.6753 0.9172
Leg 1 0.3904 0.5631 0.8018
Leg 2 0.4456 0.6965 0.7714

Full validation 0.4230 0.6507 0.8710
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σw ≈

√(
∂W

∂Va
σVa

)2

+

(
∂W

∂α
σα

)2

+

(
∂W

∂β
σβ

)2

(4.7)

From Fig. 1.5, the following sensitivities are computed (assuming a flight speed of 20 m/s):

∂W

∂Va
= [−1, 0,≈ 0] (4.8)

∂W

∂α
= [≈ 0, 0,−0.35] (4.9)

∂W

∂β
= [0, 0.35, 0] (4.10)

with the sensitivities shown in the x-, y-, and z-directions for the inertial wind. Combining these

sensitivities with the standard deviations in the FADS errors shown in Fig. 4.16, the standard

deviations in the inertial wind are: σWx = 0.41 m/s, σWy = 0.30 m/s, and σWz = 0.23 m/s. The

standard deviation in the inertial wind magnitude, σW , is 0.56 m/s. Therefore, the 3σ error bound9

in the inertial wind magnitude from the flush airdata system is approximately ±1.7 m/s.

4.5 System Limitations

The results show the flush airdata system performs comparably to the reference multi-hole

probe, yet the FADS, as implemented, still has some limitations. The largest limitation currently

is access to a high-quality reference instrument for truth data that can be used with sUAS during

calibration. The MHP has its own measurements errors inherent to the system. Additionally, flow

effects from the Skywalker itself will affect the MHP measurements. While accounting for these

errors will lead to improvements in the accuracy of the FADS, modeling these errors is beyond the

scope of this dissertation. Plus, some of the error corrections for the MHP can be made post-flight,

which only requires the network to be retrained, as opposed to needing new flight data.

Several other limitations of the FADS, as implemented, exist. The MHP records data at 50

Hz, while the FADS only records at 6.2 Hz. The MHP is able to measure features on a shorter time

9 Errors in FADS are normally distributed, so the 3σ error bound represents the interval in which 99.7% of the
errors lie
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scale than the FADS in able to respond to, leading to errors. While neural networks have proved

their capability, they offer no robustness to sensor failure as sensor inputs cannot be excluded from

the network. One possibility is training new networks without inputs from certain sensors, but this

becomes infeasible quickly. The number of new networks required to account for nfaulty sensors out

of ntotal sensors is:

netrequired =
ntotal!

(ntotal − nfaulty)!nfaulty!
(4.11)

Accounting for a single sensor failure requires 12 new networks, while two sensor failures requires

66 new networks. This has been mitigated by grouping sensors together, and ignoring entire groups

if one sensor is faulty [63], preprocessing the inputs with an autoassociative network [9], or taking

a least squares approach [79].

One final limitation of note is related to the airframe of the Skywalker UAS. The aircraft is

made of foam, and the spar in the wings does not connect to the winglets. This led to noticeable

flexing at the winglet joint compared to the rest of the wing. The flexing likely contributes to the

larger errors in β compared to errors in α.

4.6 Conclusion

Two flights with the X-8 Skywalker and the flush airdata system were made on March 22,

2017. Most of the flight data was used for calibration, but a portion was reserved for validation of

the FADS. The FADS was calibrated against a 5-hole probe from Aeroprobe Corporation. Airspeed

from the FADS was calculated using the dynamic pressure measured between static and stagnation

ports installed on the fuselage. The angle of attack and sideslip were estimated with a neural

network using pressure measurements from 12 distributed sensors.

The best training method and hidden layer size was determined by comparing the RMSE

values. It was determined that, with the collected flight data, the Bayesian regularization training

method with nine hidden units performed the best. It was also concluded that the flight dataset is
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not large enough to warrant the faster, though less accurate, conjugate gradient training methods.

Maps in α-β space were created showing where the FADS was most accurate. These maps can be

used to help inform the user of flight patterns that produce the best results, which were shown to

be boxes and straight legs. 97.9% of the IAS errors were within 1 m/s of the reference MHP, while

93.8% of the α errors and 87.3% of the β errors were within 1◦ of the MHP. Overall, the errors

in α and β were unbiased, while a small bias was present in IAS. Further improvements to the

FADS can be achieved by addressing the current limitations. Even with the system limitations,

calibrating a FADS in flight with an sUAS is a viable option for wind sensing. Performance was

comparable to the reference MHP, yet with significantly reduced hardware costs.
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Chapter 5

Summary and Conclusion

5.1 Summary

Being able to perform accurate wind sensing is of great importance to many disciplines. Small

unmanned aircraft systems offer numerous advantages over many conventional methods. sUAS are

able to fly where it would be unwise, unsafe, or otherwise inappropriate to use manned aircraft

and are able to gather targeted in situ measurements, which allows for data gathering of other

parameters of interest. One of the more accurate options for relative wind measurement is the

multi-hole probe. However, these probes are both expensive and may be exposed due to the need

for access to the freestream flow. This exposure can increase the risk of damage to the probe during

routine operations. Additionally, these multi-hole probes can cost several times that of the UAS.

Flush airdata systems are an attractive alternative to multi-hole probes as they remove external

components from the system. This mitigates the risk of damage to the airdata system. This is one

of the primary motivators for implementing flush airdata systems on UAS.

Prior work used wind tunnel testing of the Eagle Owl UAS to determine the efficacy of

the distributed flush airdata system approach to wind sensing. For simplicity, these tests were

only concerned with measuring the angle of attack and sideslip. Cost functions used results from

computational fluid dynamics simulations to determine port locations. Using the wind tunnel

data, nonlinear least squares was compared to multi-layer feedforward neural networks. The neural

networks produced more accurate results, with 100% of the angle of attack errors and 99.97% of

the angle of sideslip errors within 1◦ of the truth.
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Lessons learned from the Eagle Owl testing were used to adapt the flush airdata system for

use in flight on the X-8 Skywalker UAS. Simulations with computational fluid dynamics software

were again used to determine the port locations. However, no cost functions were used. Instead,

the gradients of the pressure coefficient was used to calculate a “total sensitivity”, with which

points on the airframe were ordered. Eight locations close to the leading edge of the wings were

chosen due to their high sensitivity to changes in the angle of attack; eight locations on the winglets

were chosen for their sensitivity to sideslip. Simulation results from a specified trim condition were

utilized for the determination of static and stagnation ports on the fuselage. Circuit boards with

the sealed pressure sensors were installed in both wings, with pneumatic tubing leading from the

port location to the sensors.

Two flights of the X-8 Skywalker were completed in March of 2017. The majority of the

flight time was calibration, but a portion was reserved for validation of the flush airdata system.

A multi-hole probe served as the reference instrument against which the flush airdata system was

calibrated and validated. The dynamic pressure from the Skywalker’s static and stagnation ports

was used to calculate the airspeed. Multi-layer feedforward neural networks were again employed

to estimate the angle of attack and sideslip. Multiple neural network training methods and hidden

layer sizes were compared in an effort to determine the most accurate method and size. Focusing on

the entire validation portion of the flight, the flush airdata system had 97.9% of the airspeed errors

within 1 m/s of the reference multi-hole probe, while 93.8% of the angle of attack errors and 87.3%

of the sideslip errors were within 1◦. Root-mean-square errors of the flush airdata system were 0.42

m/s, 0.65◦, and 0.87◦, respectively. While there was an overall bias of 0.12 m/s in airspeed, the

estimates of the angle of attack and sideslip were unbiased.

5.2 Future Work

It was shown that the outlined approach to implementing a distributed flush airdata system

was successful. It was previously discussed that some of the errors in the sideslip estimates likely

stem from the flexing of the wings. This points to the importance of understanding the relationship
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between the airframe geometry and construction to potential errors in the flush airdata system.

As mentioned previously, the reference multi-hole probe was accepted as the truth, even though

there are numerous sources of error in those measurements. In particular, errors in the probe

measurements due to local flow effects from the airframe should be investigated.

Multi-layer feedforward networks are only one subset of neural networks. Other types of net-

works, such as radial basis networks [51] or cascade-correlation networks [14], are worth comparing

to the feedforward networks used in this dissertation. Even sticking with feedforward networks,

improvements can be made. The Eagle Owl testing used a basic ensemble of feedforward networks,

while the Skywalker testing only used the single best network from a large group. More advanced

ensemble methods exist that are at least as good as the best estimator in the group [52]. While a

single hidden layer is all that is required for the network to perform as a universal approximator [22],

using multiple hidden layers (“deep learning”) may lead to an increase in accuracy. Even without

changing the neural network approach, an increase in accuracy might be achieved by modifying the

inputs to the networks, such as by including control surface deflections or even the throttle input.

Further, while feedforward networks are a subset of neural networks, neural networks are only a

small subset of machine learning in general. Many different algorithms exist, but one of the more

promising methods is Gaussian processes [55]. The big advantage of Gaussian processes is that

they are able to produce a covariance to go along with the estimate, something neural networks

are not designed to do.

In addition to focusing on increasing the accuracy of the system, future work should improve

upon the hardware installation method. While the procedure presented certainly worked, it was

cumbersome and would be significantly more difficult on a non-foam airframe. A promising tech-

nology that has seen lots of investment recently is 3D printing. Time can be saved by 3D printing

sections of the wings with the pressure ports already installed. Designing the sections so that the

pressure sensors can be directly integrated into the 3D printed parts would also vastly decrease the

complexity of the installation.
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5.3 Conclusion

A new approach to designing a flush airdata system for small UAS was presented. Com-

putational fluid dynamics was used to determine the locations of the pressure ports. Early work

calibrated the system using a wind tunnel, while later work calibrated the system in flight using a

multi-hole probe as the reference instrument. Airspeed measurements were made from measuring

the dynamic pressure, while angle of attack and sideslip estimates were computed using feedforward

neural networks.

A goal of being accurate to within 1 m/s and 1◦ was set. While not all of the errors were

within the set bounds, the majority were, with 97.9%, 93.8%, and 87.3% of the airspeed, angle

of attack, and angle of sideslip estimates meeting the goal. The airspeed measurements from the

flush airdata system were biased compared to the multi-hole probe, and while some hypotheses for

this bias were offered, not enough data is available to conclusively prove them. On the other hand,

errors in the angle of attack and sideslip were unbiased when viewing the entire validation flight.

Viewing the errors in α-β space showed that the system was most accurate in the region with

the highest density of training points. Therefore, flights should be designed so that the aircraft

operates in the higher accuracy area most often; alternatively, if a different higher accuracy area is

desired, the system can be recalibrated. While there is room for further improvement, this method

for aircraft-relative wind sensing has certainly proven successful.

The distributed flush airdata system will allow more aircraft and more teams to engage in

wind sensing missions. A method of determining port locations that includes the entire airframe

was developed. This method only needs to be applied once per airframe, which benefits a fleet of

aircraft. However, while this approach will work on any arbitrary airframe, not every airframe is

well suited for installing a flush airdata system. This is due to the fact that the accuracy of the flush

airdata system is highly dependent on the aircraft geometry. As implemented, a multi-hole probe is

required for calibration, though a different reference instrument can certainly be substituted. The

multi-hole probe increases the cost of the system, but only one is required to calibrate an entire
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fleet of aircraft, thus reducing the overall cost.
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Appendix A

Definitions

A list of some of the commonly used terms, abbreviations, and acronyms

α: angle of attack; defined as pitching up relative to the oncoming airflow

β: angle of sideslip; defined as yawing to the right relative to the oncoming airflow

ρ: density

aircraft state estimate: includes estimate of aircraft inertial velocity, orientation relative to the

Earth, and rates of change in the orientation.

FADS: flush airdata system

IAS: indicated airspeed

inertial wind: wind experienced by an object stationary relative to the Earth

MHP: multi-hole probe; specifically, the Aeroprobe 5-hole probe in the context of results presented

in this dissertation

MSE: mean squared error

Ps: static pressure

Pt: stagnation pressure (for incompressible flow, this equals total pressure)

q: dynamic pressure

RECUV: Research and Engineering Center for Unmanned Vehicles; one focus is performing tar-

geted meteorological observations with unmanned aircraft systems

relative wind: wind experienced by the aircraft
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RMSE: root mean square error

TAS: true airspeed

UAS: unmanned aircraft system
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Appendix B

Flight Results

Images relevant to the Skywalker flights

Figure B.1: Flight from October 2016 showing typical ground track.
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Figure B.2: Spiral 1

Figure B.3: Spiral 2



www.manaraa.com

106

Figure B.4: Ellipse 1

Figure B.5: Box 1
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Figure B.6: Box 2

Figure B.7: Box 3
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Figure B.8: Box 4

Figure B.9: Leg 1
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Figure B.10: Leg 2
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Figure B.11: Pre-flight zeroing of pressure data.
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Figure B.12: ρ effects on validation errors.
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Figure B.13: Ps effects on validation errors.
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